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GENERAL DESCRIPTION OF THE THESIS 

Topicality of problem 

The technological progress is constantly evolving; due to that modern information 

technologies bring new and different management features. Companies tend to implement 

different management systems in order to increase efficiency of planning and manufacturing 

processes, reducing the expenses at the same time. One of the topical tasks for the companies 

that manufacture and trade different products is the precise planning, which is an integral part 

of the product lifecycle management. This problem remains topical as the product lifecycle 

affects the manufacturing and planning strategies applied and the related expenses. 

Product lifecycle management is a strategic approach to solve and/or overcome 

problems connected with different processes of a product lifecycle [41, 44]. Product lifecycle 

represents the product demand curve in the time period from the introduction of the product 

till its withdrawal from the market. Product lifecycle includes different phases that differ in 

demand level and its trend, and in expenses level. Most of the methods that are applied to 

determine the product lifecycle phase transition points are based on forecasting demand and 

applying an expert experience to define transition points.  

The PLC phase transition point forecasting task is not new, though it still remains 

topical. Various scientists propose different solutions to this problem. The majority of 

solutions support answers to questions like “What the product demand will be?” and “Has the 

product passed to the next phase?”, but not to the question: “After which period the product 

will change the phase to the next one?”. The data mining methods support all the functionality 

to mine the knowledge base from statistical data, which will represent the relationships 

between product demand curve and a transition point. Intelligent agent technology (IAT) is 

fully applicable to designing and producing the complex systems, and in combination with 

data mining methods can be applied to the development of a multiagent PLC management 

support system, which will automatically mine and update the knowledge base, tracks the 

state of multiple products and timely provides managers with information on transition points, 

including cases when only the several first points of the demand curve are accessible. 

Goals of research 

The aim of the Ph.D. Thesis is to study the short time series clustering methods and to 

develop a model of the multiagent product lifecycle phase transition point forecasting system 

on the basis of the intelligent agent technology and data mining methods, capable of 

processing the successive data. More specifically, the following subtasks should be solved: 

1. To study the concepts of the intelligent agent technology and define specific to the 

object of the research definitions of an agent and multiagent system. 

2. To develop a model of the multiagent system capable of autonomous mining of the 

relations between product demand curve and the product lifecycle phase transition 

point, and forecasting the transition point to the new products. 

3. To develop and describe the functioning algorithms of agents in the multiagent system 

with the ability to interact. 

4. To study the short time series clustering methods and to develop the modifications in 

order to support the clustering of short time series of different length. 

5. To develop a specialized software tool which would implement the proposed modified 

clustering methods, and apply it to measuring the effectiveness of the proposed 

multiagent PLC transition point forecasting system. To make a comparative analysis 

of the practical results obtained. 
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6. The data pre-processing methods should be studied and the data preparation should be 

performed. 

Object of the research 

The object of the research is the combination and modification strategies of the 

intelligent agent technology and the data mining methods, aimed at solving the tasks where 

application of the individual method or technology would be inefficient. 

During the research the following hypotheses were made 

1. Intelligent agent technology offers wide possibilities for formalization of system 

structure, processes and information flows. Application of the IAT contributes to the 

complex management systems design process. 

2. Using the data mining methods it is possible to mine (produce) a model of the product 

lifecycle that can be applied to the new product lifecycle analysis. 

Methods of the research 

Intelligent agent technology, data mining and soft computing methods and their 

modifications and theory of information are used in the Ph.D. Thesis. Besides, self-organizing 

maps, hierarchical gravitational clustering algorithm, data pre-processing methods as well as 

distance measures: dynamic time warping (DTW) and the one proposed – MEuclidean, are 

employed. 

Scientific novelty 

1. The product lifecycle phase transition point forecasting method is proposed on the 

basis of the intelligent agent technology and the data mining methods. It was 

implemented by the proposed multiagent system. 

2. The modification of the self-organizing maps algorithm is developed. The new 

algorithm supports the clustering of the short time series of different length. 

3. The modification of the hierarchical gravitational clustering algorithm is developed. 

The new algorithm supports the clustering of the short time series of different length. 

4. The modification of the Euclidean distance measure is proposed, which supports the 

distance calculation between time series of different length. 

Practical use of the thesis and approbation 

The ideas and concepts of the intelligent agent technology are studied within this 

doctoral thesis and in combination with the proposed modifications of clustering methods are 

applied to the development of the multiagent PLC management support system. The 

developed system was applied to forecasting the product lifecycle phase transition points 

using the data from the international chemical production company HUNTSMAN that were 

obtained in the scope of the international project of the European Community 6
th

 Framework 

Programme – ECLIPS project. The efficiency of the proposed system was tested applying 

each of the developed clustering algorithm modifications. 

The result of the system work is the automatically generated knowledge base, which 

contains a model of the relations between the product demand curve and the transition point. 

The knowledge base was used to forecast the transition points to the new products. The best 

results were obtained using the multiagent system with modified gravitational clustering 

algorithm. A specialized software tool was developed using the MS Visual Basic’10 in order 

to perform practical experiments aimed at measuring the efficiency of the proposed system.  
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The results of the Ph.D. Thesis were presented at the following scientific conferences: 

1. Parshutin S. Managing product life cycle with multiagent data mining system // 

Industrial Conference on Data Mining, ICDM’10 Germany, Berlin, July 12-14, 2010. 

2. Parshutin S., Borisov A. Data Mining Driven Decision Support // 16
th

 International 

Multi-Conference ADVANCED COMPUTER SYSTEMS, ACS’2009, Poland, 

Miedzyzdroje, October 14-16, 2009. 

3. Parshutin S., Aleksejeva L., Borisov A. Forecasting Product Life Cycle Phase 

Transition Points with Modular Neural Networks Based System // Industrial 

Conference on Data Mining, ICDM’09, Germany, Leipzig, July 20-22, 2009. 

4. Parshutin S., Aleksejeva L., Borisov A. Time Series Analysis with Modular Neural 

Nerworks // RTU 49
th

 International Scientific Conference, Latvia, Riga, October 13, 

2008. 

5. Parshutin S., Kuleshova G. Time Warping Techniques in Clustering Time Series // 

14th International Conference on Soft Computing, MENDEL 2008, Czech Republic, 

Brno, June 18-20, 2008.  

6. Parshutin S. Clustering Time Series of Different Length Using Self-Organising Maps 

// RTU 48
th

 International Scientific Conference, Latvia, Riga, October, 2007. 

7. Parshutin S.V. Clustering time series with Self-Organizing maps // International 

conference on Soft Computing and Integrated models in Artificial Intelligence 

(IMSCAI’2007) – May 28-30, Kolomna, Russia, 2007. In Russian. 

Main results of the Ph.D. Thesis 

The intelligent agent technology and data mining methods are studied and analysed, the 

product lifecycle management support system is developed and evaluated. The main results of 

the Ph.D. Thesis are the following: 

1. A multiagent product lifecycle management support system is developed. The system 

supports a manager with additional information about the market state of a product 

and progress directions, what further well-reasoned decisions to be taken while 

choosing planning, manufacturing and advertising strategies. It is concluded that by 

combining the intelligent agent technology with data mining methods it is possible to 

develop complex management and management support systems. 

2. An analysis of the concepts of the intelligent agent technology is done. The obtained 

results point out that the application of the IAT contributes to the complex 

management systems design process. 

3. Based on the main tasks of the thesis and defined specifications of the multiagent 

system the functioning algorithms for data management agent, data mining agent and 

decision support agent are developed. The obtained results show that the application 

of the intelligent agent technology contributes to the formalization of the structure and 

internal processes of the system. 

4. An analysis of popular clustering method for suitability to cluster the product demand 

data is performed. The concepts of suitable self-organising maps and the gravitational 

clustering algorithm are analysed and described. An analysis of the algorithms for 

suitability to cluster the short time series of different length is performed. The 

obtained results point out that the classical self-organising maps and the gravitational 

clustering algorithm do not support an option to cluster the short time series of 

different length. 
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5. Modifications to the self-organising maps and the hierarchical gravitational clustering 

algorithm are developed. The modifications support an option of clustering time series 

of different length; the structural and procedural modifications of the algorithms were 

made.  

6. The MEuclidean distance measure is proposed. This measure supports the calculation 

of a distance between time series of different length. 

7. A specialized software tool is developed that realizes the conceptual and procedural 

structure of the proposed multiagent system and implements the developed 

modifications of the self-organising maps and gravitational clustering algorithm. 

8. Using the developed software tool the approbation of the proposed system is 

performed and a comparative analysis of the proposed modified clustering algorithms 

and distance measures is done. The analysis of the system testing results confirms that 

the proposed multiagent system is capable of mining the knowledge from data, 

creating a knowledge base and applying it for analysis of new data in the autonomous 

mode with comparatively high accuracy. 

9. An analysis of the obtained system testing results is performed. The results 

demonstrate that the data mining methods can be used for building the model of the 

product lifecycle that can be applied for analysis of PLC of the new products. 

Research results of the Ph.D. Thesis were applied in the following projects: 

1. Latvia – Belarus Co-operation Programme in Science and Engineering, Scientific 

Cooperation Project No. L7631, “Development of a complex of intelligent methods 

and medical and biological data processing algorithms for oncology disease 

diagnostics improvement” (Years 2010-2011). 

2. Latvian Council of Science research grant No. 09.1564, “Simulation and 

computational intelligence methods for logistics and e-business optimization”, Latvian 

Council of Science (Years 2010 – 2012). 

3. Latvian Council of Science research grant No. 09.1201, “Simulation-based 

optimisation using computational intelligence”, (Year 2009). 

4. RTU scientific project No. ZP-2008/7 „Computational Intelligence Methods in 

Classification Tasks” (Years 2008-2009). 

5. RTU scientific project No. ZP-2007/05 „Computational Intelligence Methods in Data 

Mining Tasks”, (Years 2007-2008). 

6. European Project ECLIPS (Extended Collaborative Integrated Life Cycle Supply 

Chain Planning System) of the European Community Sixth Framework Programme 

(Years 2006 - 2008). 

7. Latvian Council of Science research grant No. 05.1639, “Intelligent computer 

technologies for ill-formalised decision-making tasks” (Years 2005 – 2008). 

8. IZM - RTU scientific project R 7085. „Artificial intelligence in tasks of forecasting 

and control” (Year 2006). 

Publications 

The results of the Ph.D. Thesis have been published in 11 scientific papers. The list of 

publications can be found at the end of this summary. The research process has been 

supported by the European Social Fund within the project “Support for the implementation of 

doctoral studies at Riga Technical University”. 
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Structure of the Ph.D. Thesis 

The thesis contains an introduction, 5 chapters, conclusions, a list of references, 5 

appendixes, 47 figures, 131 pages in total. There are 61 references.  

The structure of the thesis is the following: 

INTRODUCTION – presents the global information on the object of the research and defines 

the goals of the research. 

CHAPTER 1 brings an introduction to the field of research; the main problem that is intended 

to be solved is defined and the concepts of the intelligent agent technology are studied 

and described. The chapter gives an insight to the features and architectures of an agent. 

The multiagent systems are compared to such fields like “Distributed/concurrent 

systems”, “Artificial intelligence”, “Economics/Game theory” and „Social science”. 

The formalized problem statement concludes the chapter. 

CHAPTER 2. In this chapter the motivation to application of IAT for solving the tasks, 

defined in the Ph.D. Thesis, is given. The model of the multiagent PLC management 

support system is proposed, its structure and features are described. The concepts and 

functional algorithms of each agent in the proposed system are described. 

CHAPTER 3. The applied clustering algorithms are described and analysed in this chapter – 

self-organizing maps and gravitational clustering algorithm. The description to the 

proposed modifications of clustering algorithms that extend features of the classic 

algorithms with ability of clustering short time series of different length is given. The 

description of proposed and applied distance measures and also of the data pre-

processing techniques are given in this chapter. 

CHAPTER 4 describes the specialized software tool that was developed for experimental 

evaluation of efficiency of the proposed system. 

CHAPTER 5 is devoted to the experimental approbation of the developed system. The 

chapter starts with the description of the data used. It is followed by the evaluation of 

the system learning error, results of which are applied to definition of the reliable 

strategy for system testing. The analysis of the obtained testing results and of the system 

efficiency concludes this chapter. 

SUMMARY OF THESIS CHAPTERS 

Chapter 1 

1.1. Introduction to the field of research 

Product lifecycle management is a strategic approach to solve and/or overcome 

problems connected with different processes of a product lifecycle [11, 25, 41, 44]. It is a 

complex process with multiple tasks, the list of which is highly dependent on individual needs 

of a company, which is using or is planning to implement the product lifecycle management 

system [41, 44]. The aim of the multiagent system, proposed in the thesis, is to support 

forecasting and planning process, the main objective of which is to provide the information 

about the product status on the market and possible trends of the current state. Availability of 

such information promotes production of more precise strategies for manufacturing, 

management, product promotion and others, which lessens expenses and improves total 

efficiency of a company. 

Product lifecycle (Figure 1.1) represents the product demand curve from the 

introduction of the product till its withdrawal from the market. Product lifecycle consists of 

the known phases that represent the demand in a specific time interval. Most of the methods 
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that are applied to determine the product lifecycle phase transition points use different 

dynamic linear models [53, 54] or the Bass diffusion model or modifications 

[9, 10, 46, 52, 53]. The main idea of those methods is to forecast a product demand curve and 

to apply a manager experience to define the bounds of the PLC phases. The efficiency of such 

methods may fall while the number of managed products arises. The main objective of such 

trend is that a continuous support of an expert team may result in expenses much higher than 

those associated with implementing an automated product lifecycle phase transition point 

forecasting system. 
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Figure 1.1. Phases of the product life cycle and a level of expenses 

The mentioned product lifecycle phase transition point determination methods are 

capable to forecast a product demand with high accuracy; nevertheless, those methods can 

only answer the question: “What will be the product demand”, not the “After which period the 

product will change the phase to the next one?”. Availability of information about the 

transition points at the beginning of a product lifecycle supports managers with valuable data 

on product growth directions, thus supporting the development implementation of a motivated 

product and company growth strategy. 

1.2. Concepts of an intelligent agent technology 

The agent is a hardware or (more usually) software-based computer system that has the 

following characteristics [8, 50]: 

1) autonomy – agents operate without the direct intervention of humans or others, and 

have some kind of control over their actions and internal state; 

2) social ability – agents interact with other agents (and possibly humans) via some kind 

of agent-communication language; 

3) reactivity – agents perceive their environment, (which may be the physical world, 

user, a collection of other agents, the Internet, or perhaps all of this combined), and 

respond in a timely fashion to changes that occur in it; 

4) pro-activeness – agents do not simply act in response to their environment, they are 

able to exhibit goal-directed behaviour by taking the initiative. 

Agent exists in some kind of environment. An environment affects an agent through 

changing its state, and by performing the defined actions an agent affects the environment. 

There are clear similarities between objects and agents, but obvious differences also 

exist. The first one is the degree to which agents and objects are autonomous. Regarding the 

object case, the control over performing some action (method) remains in the scope of an 

entity that is called the specific method. In the agent case the control over the decision 
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whether to perform the action or not remains in scope of an agent. In general, it can be 

described with citation from the book [50] – „Objects do it for free; agents do it because they 

want to”. On the other hand, it is possible to develop an agent with an object-oriented tool, 

implementing a procedure that will support the decision on running one of the defined 

methods, but this type of autonomy is not a part of the classical object model [8, 50]. The 

second important distinction between object and agent systems is with respect to the notion of 

flexible (reactive, proactive, social) autonomous behaviour. The standard object model has 

nothing whatsoever to say about how to build systems that integrate these types of behaviour 

[50]. The third important distinction between the standard object model and the agent systems 

is that agents are each considered to have their own thread of control – in the standard object 

model, there is a single thread of control in the system. There are many programming 

languages available that support the concurrent programming, but such languages do not 

capture the idea of agents as autonomous entities [50]. M.Wooldridge [50] communicates on 

the results of a comparison of multiagent systems to such field as “Distributed/concurrent 

systems”, “Artificial intelligence”, “Economics/Game theory” and „Social science”. 

Similarities and sufficient differences are presented by Wooldridge. 

1.3. Formalized problem statement 

Analysing the processes of the product lifecycle management and the PLC transition 

point forecasting task it becomes possible to formalize the problem statement of the Ph.D. 

Thesis. The strategy of using the knowledge, mined from the statistical data, for analysis of a 

new data can be applied to automate the process of forecasting the PLC phase transition point. 

To fulfil this task it is necessary to build an autonomous system that selects the data from the 

repository, pre-processes it, then autonomously builds and updates the knowledge base and 

applies it to forecast the transition point for a new product. It is important to support the 

forecasting of a transition point in the case when only several first points of a demand curve 

are available.  

The structure of the transition point forecasting system should be easy-to-understand; 

this option contributes to the design of the system at a more detailed level. This can be 

fulfilled by application of the intelligent agent technology (IAT), which offers sufficient 

functionality for designing the complex systems and distributing the process flow among 

agents in the multiagent system. The application of IAT provides an option for creating an 

autonomous agent for each of processes of data management, data mining and decision 

support. Each agent has its own objectives, but the information flow is present among agents - 

there is an interaction among agents. It is necessary to study and analyse the concepts of the 

intelligent agent technology that can be implemented in the multiagent system. 

The data mining methods have all the necessary functionality for mining the knowledge 

base from the statistical data. The demand data are sequential data that are represented as 

short time series. It is necessary to perform a comparative analysis of the time series 

clustering methods and select the suitable ones. In most cases the data mining methods partly 

support the requested functionality, due to that it is necessary to develop a modifications of 

clustering methods that will support clustering of time series of different length and 

forecasting the transition point while only several first points of the demand curve are 

available. 

In order to evaluate the efficiency of the proposed multiagent system it is necessary to 

develop a specialized software tool, which will implement the structure and functionality of 

the proposed system and developed modifications of the clustering methods (see chapter 4). It 

is necessary to present a list of experiments for trustworthy evaluation of the system. The 

experiments must be made, the results obtained must be analysed and conclusions on the 

efficiency of the proposed system must be made. 
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Chapter 2 

Nowadays the agent technology is present in many industries including concurrent 

engineering [55], collaborative engineering design, manufacturing enterprise integration, 

supply chain management [5, 17, 38], manufacturing planning, scheduling and control, 

material handling, and holonic manufacturing systems [8]. 

N. Jennings [20] indicated the flexible, high-level interactions of agents that make the 

engineering of complex systems easier. Multiagent systems provide designers with means for 

it through the decentralisation of control. Multiagent decentralisation provides an ability to 

control each of iterations in the system by letting each agent continuously coordinate its 

actions with other agents. There is no universally accepted definition on what an agent is, thus 

this definitions are used in the Thesis: 

• An agent is a computer system that is situated in some environment, and that is 

capable of autonomous action in this environment in order to meet its design 

objectives. 

• An intelligent agent is an agent with ability to learn. It is capable of mining, 

processing, storing and applying the knowledge about the environment it is situated in. 

• Multiagent system contains agents and intelligent agents that can communicate, 

exchanging with different information. 

• Agent community is an indivisible entity that contains agents with common attributes 

and behaviour. Comparing with multiagent systems, agents in the agent community 

are not communicating with one another. 

2.1. The structure and concepts of the proposed multiagent system 

Figure 2.1 presents a model of the proposed multiagent system. There are three tasks 

that were pointed out for the system: 

1. The multiagent system must provide an access to the data and perform all the 

necessary data pre-processing steps. 

2. By performing the intelligent data analysis the system must create a knowledge base 

containing a model of relations between the demand curve profile and the value of a 

PLC phase transition point. 

3. While forecasting the transition point for a new product, the knowledge base must be 

used. 

Those three tasks are not overlapping with each other, thus are interconnected aimed at 

the main target of forecasting the transition point for new products. This provides an option of 

assigning each task an individual agent and link agents in the multiagent system. It can be 

stated that such an option is effective, as the task control is decentralised and the information 

flow is provided through the agent communication. 

The data management agent provides the access to the database and performs all the 

necessary data pre-processing steps. With respect to the agent architectures, provided in the 

book [40], the data management agent is closer to the target-based agent than to the others. 

This is correct as after obtaining data from the database, the agent analyses the data and 

defines the pre-processing steps that are necessary to perform for a particular sample of an 

unprocessed data. 

The data mining agent uses data mining methods to mine the knowledge from the 

statistical data and creates the knowledge base. The data mining agent is a learning agent, as it 

has abilities to check the precision and the effectiveness of the knowledge base and to 

perform changes in the learning parameters in order to improve the performance of the 

system. During the data mining agent learning process the knowledge base is continuously 

adapted to the environment of the data mining agent. 
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Figure 2.1. Structure of the proposed multiagent system 
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 The main task of the decision support agent is the transition point forecasting for new 

products including cases when only several first points of the demand curve are available. The 

decision support agent is the utility-based agent. It uses the forecasting strategy to calculate 

the utility of the target attribute values and to select among them the suitable one. 

The three mentioned agents are interconnected and form the proposed product lifecycle 

management support multiagent system. The analysis of an application of the proposed 

system to solving the mentioned task is presented in publications [27, 29, 30, 31, 33, 35]. 

2.1.1. Data management agent - DMA 

The main task of the data management agent is the pre-processing of the data and 

providing access to the pre-processed data for other agents. The data management agent is the 

target-based agent without learning abilities. It uses the defined logic to choose the necessary 

pre-processing steps for a particular sample of an unprocessed data. The environment of a 

data management agent is the unprocessed data in the external database. As the new data 

appears, the environment forces the agent to perform all the necessary pre-processing. Thus 

an agent affects the environment by pre-processing the data. Figure 2.2 shows the internal 

processes of the data management agent. The processes are divided into two sectors: 

• Sector A includes processes that can be performed autonomously.  The result of 

performing those processes is the pre-processed dataset. 

• Sector R joins the processes that are initiated with an external request. DMA runs 

these processes by responding to the requests from a data mining agent.  

2.1.2. Data mining agent 

The data mining agent (DMinA) has two main objectives – to create a model of the 

relations between the demand curve of a product and a transition point and make this model 

accessible for the decision support agent. The data mining agent is an intelligent agent. The 

environment it is situated in, is the data pre-processed by the data management agent that may 

contain learning data, testing data and new data. Changing itself, the environment forces the 

data mining agent to perform the learning process and build the knowledge base, and also the 

processes that should be made before the decision support agent forecasts the transition points 

for appropriate product. While performing the above mentioned actions the data mining agent 

changes the environment. Figure 2.3 shows the internal processes of the data mining agent.  

The data mining agent can influence the environment directly or indirectly. The indirect 

case can be described as follows: the data mining agent sends a data request to the data 

management agent; as a result of this request, some changes are made to the environment, 

which starts one of direct influence processes. Several direct influence processes are possible 

including system learning process and system application process. 

While the system is in learning state, the data mining agent is in learning state and the 

knowledge base mining process is in progress. The system learning can be initiated by the 

user or by the data mining agent, taking into account how old the present knowledge base is 

and how much changes to the environment (learning dataset) were made since the present 

knowledge base was built. From the side of data mining, the PLC phase transition point 

forecasting task is a classification task, as the target attribute has a finite set of values and 

descriptive attributes are also available – product demand in a defined time interval. 

Formally, the knowledge base building process can be stated as follows. Let us accept 

that the dataset { }1 2, ,..., ,...,i nD d d d d=  is a dataset with demand data, where each record 

( )1 2 ,... ,, , ...,j lxd x x x=  is a discrete time series of length l. The record id  represents the 

demand curve of the i-th product in the defined phase of a product lifecycle.  
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Figure 2.2. Internal processes of the data management agent 
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The length of a time series l is not a constant, it varies from record to record and can 

take values from the set L, { }1 2, ,..., ,...,h sl L l l l l∈ = . Each record id D∈  has a marker p, 

pointing at the last period of the product lifecycle phase, represented by the record id . The 

marker p has a finite set of values, { }1 2 ,..., ,..., ,k mp pp pP p∈ = . With this acceptation, the 

knowledge base can be represented as an implication model :f D P→ , which can be applied 

to forecast a value of a marker p for a new record 'd D∉ . The learning process of a data 

mining agent (see Figure 2.3) contains the following five steps: 

1.1. Obtaining the parameters for learning process. The values of parameters are 

obtained by sending an appropriate request. The first request is always sent to the 

user to obtain the initial values. The next requests may be sent to the user and also 

sent as internal requests; upon receiving them the data mining agent will use the 

results of the previous learning cycles to define the present parameters for learning. 

1.2. Obtaining the data for learning. During this step the data mining agent creates the 

learning data request and sends it to the data management agent. Depending on the 

system testing strategy, defined by the learning parameters, the data management 

agent creates an appropriate learning set. 

1.3. Initialisation of a clustering agents community. Each clustering agent implements the 

defined clustering algorithm (see Subsection 3.2); the parameters for each clustering 

agent are set during this step. The number of a clustering agent in the community 

depends on the load of clustering agent, defined by the parameter Q. Let us accept 

that the dataset D contains short time series of length { }1 2, , ,..., ,...,h sl l lL ll l∈ = , 

then the load of a clustering agent will define the number of individual values of l 

that can be processed by one clustering agent CA . The number of clustering agents 

CAn  is calculated using Equation (2.1): 

CA

L
n Roundup

Q

 
=  

 
, (2.1) 

1.4. Data clustering. The proposed multiagent system applies the modified algorithms of 

self-organising maps and hierarchical gravitational clustering (see Subsection 3.2) to 

cluster the data.  

1.5. Building the knowledge base. The knowledge base has several levels, where the 

number of levels is equal to the number of clustering agents in the clustering agents 

community and each level stores the list of clusters obtained from the appropriate 

clustering agent. 

The system application state merges two possible application cases – system testing and 

new data processing. The following steps are included in the system application process: 

2.1. Obtaining an appropriate data. Depending on the system application case – test the 

system or forecast a transition point for a new product, the request for an appropriate 

data is sent to the data management agent. When it is necessary to forecast the 

transition point for a new product, a single record can be requested from the data 

management agent. 

2.2. Finding the closest cluster. As the appropriate dataset is obtained, the closest cluster 

in the knowledge base is found for each record in the dataset. The level of a 

knowledge base, where the closest cluster should be found, is chosen depending on 

the length of a time series. 
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2.3. Forwarding results to the decision support agent. During this step the information 

from the closest cluster found is forwarded to the decision support agent, which 

makes the forecast.  
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Figure 2.3. Internal processes of the data mining agent 
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The learning and testing cycle repeats until such values for learning parameters will be 

found that return an acceptable result. When the final values of the learning parameters are 

set, the knowledge base is rebuilt using both learning and testing datasets. 

2.1.3. Decision support agent 

The decision support agent is the one that forecasts the product lifecycle phase 

transition point for new products and monitors the selected and new products as well as 

prepares the list of the noteworthy products, for what it would be reasonable to reconsider 

manufacturing planning and advertising strategies. 

The environment of the decision support agent is the new data and the dataset for 

testing. As the new record appears in the system, the decision support agent sends the request 

for information from the knowledge base and forecasts the transition point, thus changing the 

environment. Figure 2.4 shows the internal processes of the decision support agent. The 

decision support agent has two process flows separately for testing the system and for 

processing the new data. Both flows can be run autonomously or by request from the user. 

The process flow for testing the systems contains the following four steps: 

1.1. Analysis of testing data. The data mining agent is being sent a request to find the 

closest clusters for records from the testing dataset. This request activates the 

following sequence of steps in the DMinA – step 2.1.2, step 2.2 and step 2.3.  

1.2. Forecasting procedure. The proposed multiagent system uses the strategy described 

in Subsection 3.3 for choosing the value to forecast. 

1.3. Evaluation of the forecasting accuracy. The strategy for evaluating the accuracy of 

the proposed system is described in Subsection 3.3. 

1.4. Reporting the results. During this step the obtained results are forwarded to the user 

or to the data mining agent, which will use them to perform corrections in the 

learning parameters in order to improve the accuracy of the system. 

The process flow for processing the new data contains the following four steps: 

2.1. Analysis of new data. The processes of this step match the processes in the Step 1.1 

of the system testing. 

2.2. Forecasting procedure. The processes of this step match the processes in the Step 1.2 

of system testing with the difference that the data that are processed are new data 

without the real value of the target attribute. 

2.3. Creating the list of the noteworthy products. For selecting the noteworthy products 

the strategy, chosen by the user, is used. The proposed multiagent system uses the 

following strategy: 

a) If l p<  and p l θ− > , then the product is not included in the list and remains 

monitored; 

b) If l p<  and p l θ− ≤ , then the product is included in the list; 

c) If l p≥ , then the product is included in the list, 

where l is the length (number of periods) of the analysed time series; p is the 

forecasted value; θ  is an importance threshold that is set by a user. 

2.4. Reporting the results. The list of the noteworthy products is being forwarded to the 

user that takes the final decision for the status of each product on the list. 
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Figure 2.4. Internal processes of the decision support agent 

Summary of Chapter 2 

1. The analysis of shortage and advances of the multiagent systems gave the necessary 

information to motivate the application of the intelligent agent technology for solving 

the tasks of the Ph.D. Thesis. 
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2. Aiming at the system requirements defined in the thesis, a model of the multiagent 

system is developed, whose main objective is to forecast the product lifecycle phase 

transition point. 

3. Applying the process distribution options of the multiagent systems, the tasks are 

defined for each agent. The functioning algorithms are developed and described for 

the data management, data mining and decision support agents. 

From the summary of Chapter 2 it can be concluded that the first hypothesis is 

confirmed – the application of an intelligent agent technology contributes to the design of 

complex management and management support system by offering wide options for 

formalising the structure of the system and the processes and information flows. The 

application of intelligent agent technology contributed to the process of simplification of the 

complex product lifecycle management support system by offering options for distributing the 

processes among the interacting agents in the multiagent system. 

Chapter 3 

This chapter summarises the analysis and description of the data mining methods that 

are used by the proposed system. The importance of the data pre-processing is stated and the 

corresponding techniques are described in Subsection 3.1. Classical clustering algorithms and 

the developed modifications are given in Subsection 3.2. Subsection 3.3 provides a 

description of the procedure for forecasting value of a target attribute, as well as summarises 

the techniques for evaluating the accuracy of the system. 

3.1. Data pre-processing 

The amount of data, used in the real world while solving the data mining tasks, is large 

and grows with time and progress in the data technologies. In the most cases the data are 

gathered from different sources and have outliers, missing or contradictory values. The data 

may be improperly gathered due to the lack in technologies or to a human factor; there may 

be mismatches in titles or codes, or types of data; the chance remains for important attributes 

to remain unavailable due to the dysfunction in software or hardware. Unprepared and 

incorrect data lead to the incorrect results. That is the main objective for performing the data 

pre-processing before building the model of relations in data or system training or before any 

other knowledge discovery process. In total, the data pre-processing may take up to 80% from 

all data mining process. A number of data pre-processing techniques exist [2, 18, 37, 45]. 

These techniques are not exclusive and can be applied simultaneously: 

• Data cleaning is used to lessen the noisiness in data, to take care of the missing values 

and to exclude the contradictory data. 

• Data transformation includes such technologies as smoothing, aggregation, 

generalization, attribute construction and normalization that can improve the 

efficiency of the data mining methods. 

• Data integration merges multiple data sources into one data repository.  

• Data reduction. 

3.2. Clustering data 

Clustering or cluster analysis is the process of grouping objects into clusters, so that the 

similarity between objects in one cluster is more than the similarity between objects from the 

different clusters [2, 15, 18]. By result of data clustering it is possible to obtain the compact 

representation of data, such as the common models of a product lifecycle profiles 
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The cluster analysis can also be used to describe data for further analysis. The clustering 

creates an abstraction of an individual objects, multiple records are represented by several 

common prototypes (profiles), what being used while analysing the new data [2, 45]. As an 

example of it the process of forecasting of the product demand, described and analysed in the 

source [22] can be taken. 

Several clustering algorithms were analysed in order to define those that are suitable for 

application to solving the tasks of the Thesis. The following algorithms were analysed [2]: 

k-means and k-medoids partition clustering algorithms; agglomerative, divisive and 

gravitational hierarchical clustering algorithms; DBSCAN clustering algorithm and self-

organising maps. As the result of the analysis the self-organising maps and the hierarchical 

gravitational clustering algorithm was chosen. The research results on the suitability of those 

methods for clustering time series are summarised in publications [27, 28, 32, 34, 35, 60]. 

3.2.1. Distance measures 

To measure the similarity between time series the proposed clustering algorithms use 

the distance between those time series that is calculated by DTW – Dynamic Time Warping 

distance measure or by the proposed modification of the Euclidean distance named 

MEuclidean. 

The dynamic time warping is a technique that searches for a warping position between 

two time series. The DTW technique can be described with the next three main steps – 

calculate the distance matrix; find a warping path; calculate the distance using the warping 

path. The warping path ( ),W X Y  is a sequence of elements from the distance matrix. The 

warping path is used to produce the comparison map of two time series X and Y. 

The modifivation of the Euclidean distance measure is proposed in the Thesis, applying 

which becomes possible to calculate distance between time series of different length. The 

main idea of the MEuclidean measure is that the distance between two time series is 

calculated using only dymencions that those time series share (see Figure 3.1). 

 

Figure 3.1. Example of a warping path and the comparison map for the MEuclidean 

3.2.2. Self-organizing maps 

The self-organising neural networks are artificial neural networks named 

Self-Organising Maps (SOM). These networks implement the unsupervised learning and 

competitive learning. Neurons of the network compete with one another for the right to be 

activated. The neuron that wins this right is called a winning neuron. The idea of the 

competitive learning is the application of the lateral connections between neurons [14, 61], 

proposed by F.Rozenblatt [39]. The three topologies of the self-organising maps were 

compared in the thesis while evaluating the proposed multiagent system – rectangular 

topology, cross-type topology and a linear topology. The classical algorithm of the 

self-organising maps has the next four main steps: 
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Step 1. Initialization of a network. The weight vector of each neuron is randomly 

assigned initial values. These values should be small in order to exclude any 

possible organisation between neurons at the beginning of the learning 

process [61]. 

Step 2. Competition. During this step for each input signal a winning neuron is found, 

which returns the best value of the fitness function, which in this thesis is 

calculated as a minimized distance between a time series X and a weight vector 

W of a neuron.  

Step 3. Cooperation. During this step the winning neuron activates the nearest 

neighbours, what become the co-activated neurons. The topological 

neighbourhood of a winning neuron is defined as ( ),j i x
h , where ( )i x  is the index 

of a winning neuron for input signal x and j is the index of a co-activated neuron. 

The topological neighbourhood decreases with time, which is a unique option of 

self-organising maps.  

Step 4. Synoptic adaptation. This process has two stages – the organisation of a neural 

network and the convergence of a neural network [23, 61]. During the 

organisation stage the topological ordering of the weight vectors of neurons is 

performed. During the convergence process the weight vectors are fitted to the 

input signals – to the training set. Equation (3.1) is used to perform the synoptic 

adaptation. 

 ( ) ( ) ( ) ( ) ( ) ( )( ),
1j j jj i x

W n W n n h n X W nη+ = + ⋅ ⋅ − , (3.1) 

where ( )jW n  – weights vector of an j-th neuron in n-th iteration; 

 X – input signal, time series from the training dataset; 

 ( )nη  – learning coefficient in n-th iteration; 

 ( ) ( ),j i x
h n  – coefficient for topological neighbourhood in n-th iteration. 

3.2.3. Modifications to the self-organizing maps algorithm 

The classical self-organising maps do not have an option for processing input vectors of 

different length – all input vectors must have equal length. An Euclidean distance measure 

during the competition step of an algorithm was replaced with one of the distance measures – 

the proposed MEuclidean or DTW. While using each of mentioned measures, the comparison 

map M is built, which contains elements ( ),i jx w . Each element of a comparison map defines 

the value ix  of a time series X, which should be used to adopt the synoptic weight jw . While 

using the MEuclidean distance measure the following cases are possible: 

1. The length Wl  
of a weight vector W is equal to or smaller than the length Xl  

of a time 

series X. In this case all synoptic weights of a neuron are adapted to the input signal 

according to the comparison map M. 

2. The length Wl  
of a weight vector W is larger than the length Xl  

of a time series X. In 

this case only first Xl  
synoptic weights of a neuron are adapted to the input signal 

according to the comparison map M. Other synoptic weights with index value larger 

than Xl , remain unchanged. 

With respect to the defined cases the corresponding modifications are made to the 

self-organising maps algorithm. The synoptic adaptation process was changed to support the 

distance measures, described in Subsection 3.2.1. Using the MEuclidean distance measure the 
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new Equation (3.2) is used for synoptic weights adaptation instead of Equation (3.1): 

( ) ( ) ( ) ( ) ( ) ( )( )min ,
, : 1k j k k k kj i X

w W k l w n w n n h n x w nη∀ ∈ ≤ + = + ⋅ ⋅ − , (3.2) 

where jW  – weights vector of an j-th neuron; 

 ( )min min ,X Wl l l= ; 

 ( )nη  – learning coefficient in n-th iteration; 

 ( ) ( ),j i X
h n  – coefficient for topological neighbourhood in n-th iteration. 

To support the process of building the knowledge base, a new step is added to the 

self-organising maps algorithm. During this step a list of clusters is created. The following 

strategy is proposed for extracting the clusters: 

1. Each of the records in the training set is forwarded to the network input sensors; 

2. The winning neuron for each record X is found. For each winning neuron a transition 

point statistics is jS
 
collected, containing a transition point value and frequency of it‘s 

appearing in this neuron, which is used as a rank of a transition point. 

3. The cluster is a neuron that at least once became a winning neuron during the cluster 

extraction process. The weight vector of a neuron is taken as a centroid of a cluster. 

The cluster jc C∈  is an object that contains the weights vector jW
 
of the j-th neuron 

and the statistics jS
 
for the target attribute values ip P∈  as the set of elements ( ),i j

p f  

(see Figure 3.2).  

 

Figure 3.2. Example of the statistics Sj for self-organising maps 

The element f of each tuple ( ),i j
p f  holds the frequency of appearing in the j-th neuron 

for the value ip  of a target attribute. The process of cluster extraction and building the list of 

clusters can be easily changed according to the tasks defined. 

3.2.4. Gravitational clustering algorithm – G-Algorithm 

The G-Algorithm [16] is an unsupervised robust clustering algorithm based on the 

Gravitational law and the second Newton’s motion law. Each data record – a time series in 

the training set, is considered as an object in n-dimensional feature space and is moved by 

using the gravitational force and the second motion law. The gravitational clustering 

algorithm was developed by W.E.Wright [51]. This algorithm is a hierarchical agglomerative 

algorithm: the gravitational force is used as a mechanism for merging objects until only one 



23 

 

object (cluster) remains in the feature space. The gravitational clustering algorithm has the 

following steps: 

Step 1. First the clustering parameters are set – gravitational constant; whether the 

gravitational force decreases with time or not; minimal distance for merging 

objects and other parameters; 

Step 2. The feature space is created, which is an environment where the objects are 

moved and merged into clusters;  

Step 3. Each object is calculated a gravitational force exerted over it by other objects; 

Step 4. According to the calculated gravitational force, each object is moved in the 

space. Equation (3.3) is used to calculate the changes to the object x position, 

forced by the gravitational force exerted by an object y: 

( ) ( ) ( )
( )

3
1

2

yG m
x t x t d t

d t

⋅
+ = + ⋅

⋅

�����

�����

, (3.3) 

where ( ) ( ) ( )d t x t y t= −
�����

;  G – gravitational constant; ym  – mass of an object y. 

Step 5. It is checked whether some objects are close enough to be merged. If such 

objects exist, then these are merged. The algorithm returns to the step 2 and 

continues until the stopping condition becomes true. 

Step 6. As the algorithm finishes the list of clusters is created. If a cumulative object has 

plenty enough objects merged, then it becomes a cluster and is included in the 

list. The centre (representative) of a cluster is calculated as a centroid of all 

objects merged in the cluster. 

3.2.5. Modifications to the gravitational clustering algorithm 

The classical gravitational clustering algorithm uses the Euclidean distance measure to 

evaluate the closeness of the objects. This brings limitations to the algorithm – all time series 

must have equal length. 

In order to support an option to cluster short time series of different length the second, 

third and sixth steps of the gravitational clustering algorithm were modified. The following 

modifications were made: 

Step 2. One of the feature space limitations that is defined like „In the n-dimensional 

feature space only objects precisely with n dimensions can exist” was changed to 

„In the n-dimensional feature space can exist objects with m dimensions, were 

m n≤ ”. This means that in the 10-dimensional feature space a time series with 

four periods can exist, but it will be present only in the first four dimensions and 

will not be present in the dimensions with index larger than 4. This assumption 

allows to use new distance measures and to modify the gravitational force 

calculation strategy in the Step 3. 

Step 3. An Euclidean distance was replaced by one of the distance measures, described 

in Subsection 3.2.1. Using the MEuclidean distance measure the distance 

between two objects X and Y is calculated using only shared dimensions of those 

objects. As a result, the following cases might occur: 

1. The number of dimensions of an object X, over which the gravitational 

force is exerted, is less or equal to the number of dimensions of an object 

Y, which exerts the gravitational force over the object X. In this case the 

gravitational force is calculated for all dimensions of the object X. The 
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object is moved according to the gravitational force calculated for each 

dimension individually. 

2. The number of dimensions of an object X, over which the gravitational 

force is exerted, is greater than the number of dimensions of an object Y, 

which exerts the gravitational force over the object X. In this case the 

gravitational force is calculated only for objects X and Y shared 

dimensions. The object X is moved only in those dimensions for which a 

gravitational force was calculated. 

While using the DTW distance measure, the comparison map for compared 

objects is built. The map defines which dimension of an object Y exerts 

gravitational force over which dimension of an object X.  Irrespective of the 

number of dimensions, always all dimensions of both objects are used to 

calculate the distance. 

Step 6. As the centre of a cluster, the position of a cumulative object is taken, at the 

moment of cluster extraction. The statistics jS
 

is gathered for each target 

attribute value ip P∈  that appears in the j-th cluster. The statistics contains 

tuples ( ),i j
p f , where f   holds the frequency of appearing in the j-th neuron for 

the value ip  of a target attribute. The gathered statistics is used while forecasting 

the value of a target attribute for new objects. 

3.3. Forecasting procedure and performance measures 

The procedure for forecasting a value of a target attribute can be launched by a user 

request, while forecasting for a new product; or by an internal request from a decision support 

agent, while testing the system after the training process is finished or while the system is in 

the autonomous mode. In both cases the following algorithm, containing three main steps, is 

used to forecast a value of a target attribute:  

Step 1. Define the level of the knowledge base where the closest cluster will be 

searched. Each level in the knowledge base contains a list of clusters from an 

appropriate clustering agent and has the same bound for the length of a time 

series; 

Step 2. On the defined level of a knowledge base find the closest cluster jc  for an object 

that is currently analysed. The closeness between a cluster and an object is 

calculated using one of the distance measures, described in Subsection 3.2.1 – 

the smaller the distance is, the closer a cluster is to an object; 

Step 3. The target attribute value statistics jS
 
in the cluster jc  is used to choose the 

forecasted value ip P∈ . In the proposed algorithm as a forecasted value the one 

with a higher frequency f  is chosen. 

At Step 3, a case when several values ip  have an equal frequency f  is possible. In this case 

the smallest value ip  is taken. It is also possible to merge statistics from multiple clusters that 

are close to the object. 

The accuracy of a forecast is the main index of system efficiency. The accuracy of the 

system is measured as a Mean Absolute Error of a forecast. As an additional index for system 

accuracy a Logical Error and a Clustering error can be used. The logical error holds the 

number of times the system has made logically incorrect decisions. To calculate the logical 

error first a logically correct and incorrect decision must be defined. With respect to the tasks 

defined in the thesis, logically correct and incorrect decision can be defined as follows:  
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1. Let us assume that the length of a time series is equal to lg  and the value of a target 

attribute is lp p= , where l lp g> . This assumption points out that the product did not 

change the PLC phase yet. Due to that, logically correct would be to forecast a value 

l lr g>  and logically incorrect to forecast l lr g≤ ; 

2. Let us assume that the length of a time series is equal to lg  and the value of a target 

attribute is lp p= , where l lp g≤ . This assumption points out that a product is in the 

next PLC phase. Due to that logically correct would be to forecast a value l lr g≤
 
and 

logically incorrect to forecast l lr g> . 

The statement that when l lr g=  the product is already in the next phase can be 

considered as correct, because if the demand data for some period l are available then this 

period is logically finished and all transitions, if any, have occurred. The logical error should 

not be used as a main index of the system accuracy, as it does not bring enough information 

of how precise the system is. 

The clustering error shows how precise the training data were split into clusters.  First 

the clustering error is calculated for each cluster and then summated, using the following 

algorithm: 

Step 1. For each object ,i jo  in the cluster jc  a distance ( ), ,i j jd o c  is calculated.  

Step 2. For each cluster jc  all calculated distances ( ), ,i j jd o c  are summated, thus a 

summated clustering error for each cluster is calculated; 

Step 3. The total clustering error is calculated summating the errors of all clusters jc . 

Step 2 of the proposed algorithm can be changed in such way that distances ( ), ,i j jd o c

for each cluster jc
 
are not summated, but an average distance for each cluster is calculated. In 

this case a summated average clustering error is calculated. 

Summary of Chapter 3 

1. An analysis of the existing clustering methods was performed. As a result, suitable 

algorithms for clustering demand data were chosen for further application. 

2. Performing the detailed analysis of the chosen clustering algorithms it is concluded 

that the classical algorithms are not capable of clustering short time series of different 

length. 

3. The distance measures are proposed, using which it is possible to calculate distance 

between short time series of different length. 

4. A modification to the self-organising maps is proposed that is capable of clustering 

short time series of different length. 

5. A modification to the gravitational clustering algorithm is proposed that is capable of 

clustering short time series of different length. 

6. The procedure for forecasting the target attribute value for new products is proposed. 

Chapter 4 

To evaluate an accuracy of the system, the specialised software tool was developed. It 

implements the structure of the proposed multiagent system and also the developed 

modifications of the clustering algorithms. The software tool gives an option to easily change 
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all necessary parameters, to train and test the system and to save the results in a convenient 

format. The Microsoft Visual Studio 2008 was used to develop the software tool, the last 

changes to the tool was made in the Microsoft Visual Studio 2010. The Visual Basic 

programming language was used. The chapter presents functional aspects of the software tool 

and of the user interface. 

Chapter 5 

5.1. The datasets 

The data that was used in the experiments were obtained in the scope of the 

international project ECLIPS [56]. The dataset contained 1000 records representing the 

demand during the introduction phase for the products of an international chemical 

manufacturing company HUNTSMAN [58]. The length of time series was 23 periods and 

under, data were not normalised, contained missing values and outliers and were not aligned 

by time. Figure 5.1 shows an example of an unprocessed data. 

 

Figure 5.1. Example of the primary data 

The majority of time series are similar in first periods and this can decrease the accuracy 

of the system. A constraint that the minimal length of a time series must be four periods was 

defined in order to decrease entropy in data. The time series were aligned by the first period. 

The records with missing values were excluded from a dataset, other records were normalised 

using the Z-score with standard deviation normalisation method. 

After the data pre-processing step the dataset contained 312 normalised short time series 

with length from 4 till 23 periods, representing the product demand in the introduction phase. 

The number of the last period was used as a transition point to define the moment when 

product changed an introduction phase to maturity. The artificial dataset with manually 

decreased level of noise was used in parallel with a primary dataset. The artificial dataset was 

created using 60 profiles from the primary dataset. Equation (5.1) was used to generate 400 

artificial time series with length from 4 till 23 periods: 

( )' 1 2 ()
i i

x x RNDη η= − + ⋅ , (5.1) 

where η  - boundary coefficient, the value of which was set to 0.2 (20%) while generating the 

artificial dataset. 

5.2. Practical experiments 

The subsection presents the process of preparing a list of experiments to evaluate the 

accuracy of the proposed multiagent system. The accuracy evaluation process is described for 

the system with each of the proposed clustering methods (see Subsection 3.2), the obtained 
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results are summarised and analysed. The parameters of the multiagent system have a finite 

set of values, which makes it possible to calculate the number of experiments for evaluating 

the accuracy of the system. Both clustering methods are tested with two dataset using the 10-

fold cross-validation and two distance measures – DTW and proposed MEuclidean. During 

the testing process the load of the clustering agents took values in the interval from 1 to 20, 

{ }1,2,..., 20Q∈ . This gives 800 experiments in total for each clustering algorithm. 

Three neural network topologies were tested for system with the SOM algorithm; this 

increases the number of experiments to 2400. For the system that uses the gravitational 

clustering algorithm only one parameter was changed, which defines whether the mass of a 

cumulative object will be calculated as the summated mass of all merged objects or will 

always remain equal to 1. This increases the number of experiments for the GC algorithm up 

to 1600. The 4000 experiments should be performed to evaluate the accuracy of the system in 

all combinations of the main parameters. The total number of experiments can be reduced by 

evaluating the learning error of the system. 

5.2.1. Evaluation of the learning error and definition of the list of experiments  

Using information from sources [16, 23, 61] and an empirically obtained experience, the 

values of several parameters for both clustering algorithms were assigned a constant values. 

These values were used while evaluating the learning error and were not changed during the 

system testing process when the testing error was calculated. 

A list of 160 experiments was prepared for a multiagent system with gravitational 

clustering algorithm. Figures 5.2 and 5.3 show the learning error of a system with GC, 

evaluating on primary and artificial data, using the case when the mass of a cumulative object 

will always remain equal to 1. Similar results were obtained for the case when masses of the 

merged objects were summated – the smallest learning error was reached using the 

MEuclidean distance measure. This allows one to exclude the DTW measure from further 

experiments with the system that uses gravitational clustering algorithm. 

 

Figure 5.2. The learning error of a system with GC (without summating masses) 

The case when masses are summated has a disadvantage. As objects are merging, the 

mass of a cumulative object increases, reaching the bound when the mass of an object has a 

larger impact on merging the objects as compared to the closeness of those objects. This 

allows one to evaluate the system only with the case when the mass of a cumulative object 

always remains equal to 1. The set of possible values of the clustering agents load was 

reduced to five values: for primary dataset - { }16,17,18,19,20Q∈ ; for artificial dataset - 

{ }15,17,18,19,20Q∈ . 
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Figure 5.3. The learning error of a system with GC (without summating the masses)  

The system that uses the SOM algorithm, was evaluated using both distance measures 

and three topologies – rectangular, cross-type and linear. Figure 5.4 depicts the average 

learning error for three topologies of the system with SOM, using the MEuclidean distance 

measure. It can be seen that the learning error is sufficiently higher than for the gravitational 

clustering algorithm, thus it can be concluded that the testing error will also be higher as 

compared to the GC. This allows one to reduce the set of the clustering agents load values to 

three values: for primary dataset - { }5,6,7Q∈ ; for artificial dataset - { }7,8,9Q∈ . 

 

Figure 5.4. The average learning error of a system with SOM, using the MEuclidean 

Figure 5.5 shows the learning error for system with SOM, comparing both distance 

measures. The results show that none of applied distance measures dominates other, thus the 

system with the SOM algorithm is tested using both distance measures.  

 

a) Using primary dataset 

 

b) Using artificial dataset 

Figure 5.5. The average learning error of a system with SOM 
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5.2.2. Evaluating the accuracy of the multiagent system with the SOM algorithm 

The system was tested using both datasets and applying the 10-fold cross-validation. 

Table 5.1 summarises the testing results, evaluating with the primary dataset. The best results 

for each topology are marked with bold for each distance measure separately. 

Table 5.1 

Testing error of a system with SOM evaluating on the primary dataset (in periods) 

The load of a 

clust. agent 

Linear topology Cross-type topology Rectangular top. 

DTW MEuclidean DTW MEuclidean DTW MEuclidean 

Q = 5 3.475 3.447 3.362 3.437 3.434 3.578 

Q = 6 3.267 3.267 3.332 3.404 3.353 3.353 

Q = 7 3.344 3.411 3.372 3.513 3.371 3.509 

Summarising the results obtained, it can be concluded that the smallest testing error for 

the system with SOM algorithm evaluating with the primary dataset is equal to 3.267 periods 

and was obtained using the linear topology, clustering agents load Q equal to 6 and 

independently of the distance measure. Table 5.2 summarises the testing results evaluating 

with the artificial dataset. The best results for each topology are marked with bold for each 

distance measure separately. 

Table 5.2 

Testing error of a system with SOM evaluating on the artificial dataset (in periods) 

The load of a 

clust. agent 

Linear topology Cross-type topology Rectangular top. 

DTW MEuclidean DTW MEuclidean DTW MEuclidean 

Q = 7 3.521 3.889 3.553 3.889 3.657 3.910 

Q = 8 3.512 3.925 3.494 3.925 3.565 4.000 

Q = 9 3.575 4.017 3.553 4.090 3.653 4.135 

The smallest testing error for the system with the SOM algorithm evaluating with the 

artificial dataset is equal to 3.494 periods and was obtained using the cross-type topology , the  

DTW distance measure and the clustering agent load Q equal to 8. 

5.2.3. Evaluating the accuracy of the multiagent system with the GC algorithm 

This subsection summarises the testing results of the system that uses gravitational 

clustering algorithm. The 10-fold cross-validation was used to test the system. 

Figure 5.6 shows the testing results of evaluation with the primary data. The testing error 

remains on the level of two periods. The smallest error for the system with GC was obtained 

using the clustering agents load Q equal to 17 and was equal to 1.995 periods. 

 

Figure 5.6. Testing error of the system with the GC algorithm (primary dataset)  
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Figure 5.7 illustrates testing results for the system that uses gravitational clustering 

evaluation with the artificial dataset. The testing error remains on the level of 0.2 periods. The 

smallest error for the system with GC was obtained using the clustering agents load Q equal 

to 20 and was equal to 0.2 periods.  

 

Figure 5.7. Testing error of the system with GC algorithm evaluation on artificial data  

5.3. Analysis of obtained results 

The best accuracy of the system that uses SOM evaluation with primary dataset was 

obtained using the linear topology and the clustering agent load Q equal to 6 and was equal to 

3.267 periods. The distance measure did not affect the result – both distance measures 

returned testing error equal to 3.267 periods. The best result on average for three topologies 

was obtained using the DTW distance measure and the clustering agent load Q equal to 6 and 

was equal to 3.317 periods. At the same time the best result on average for three topologies 

that was obtained using the MEuclidean distance measure and the same clustering agent load 

was equal to 3.341 periods. Both the smallest and the average result can be considered as 

comparatively large error, as the one period time is considered to be one month. Evaluating 

the system that uses the gravitational clustering algorithm with the primary dataset the 

smallest testing error was equal to 1.995 periods. This result was obtained using the 

MEuclidean distance measure and a clustering agents load Q equal to 17. The testing error is 

smaller than the one returned by the system that uses the SOM, but still remains close to 2 

periods. As a logical explanation for this the moment that data were obtained from a 

successive company. At the same moment values for the target attribute were defined by the 

expert group of a company, using individual experience and the market status. This increased 

the entropy in data. Taking into account the described situation the obtained testing error 

equal to 1.995 periods can be considered as a comparatively small one and it can be 

concluded that a system that uses the hierarchical gravitational clustering algorithm has a 

comparatively high accuracy. 

Evaluating the system with artificial data that uses self-organising maps, the smallest 

testing error was equal to 3.494 periods and was obtained using the cross-type topology, DTW 

distance measure and the clustering agents load Q equal to 8. At the same time, while testing 

the system that uses GC with the same data, the minimal error was equal to 0.2 periods and 

was obtained using MEuclidean distance measure and clustering agents load Q equal to 20.  

Analysing the testing results with both datasets of the system that uses the gravitational 

clustering algorithm the following relation was noticed. The best results were obtained using 

clustering agents load that was close to the maximal possible value of Q:   Q = 17 for primary 

dataset and Q = 20 for artificial dataset. It was also noticed that the error decreases while 

increasing the clustering agents load. This can be explained by that when using the defined 

values for Q, the clustering agents society contained at most two clustering agents. As a result 

a larger amount of data becomes available for a clustering agent, which together with 

imitation of the flow of sequential data contributes to obtaining a more precise statistics for 

each cluster during the cluster extraction process. Practically, in the described case each 
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cluster contains only one or two values of a target attribute, what contributes to accuracy of 

the system.  

At the same moment analysing the results, obtained for the system that uses the self-

organising maps, the tendency of testing error to decrease while enlarging the clustering 

agents load was not noticed. The smallest testing error testing with primary data was obtained 

using the clustering agents load equal to 6 and testing with artificial dataset – equal to 8. The 

differences in results for self-organising maps and for hierarchical gravitational clustering 

algorithm can be explained with conceptual distinctions of these two algorithms. During the 

clustering process the self-organising maps are focused on minimizing the clustering error, 

this concept is defined in the network adaptation process of SOM. As a result during the 

cluster extraction process a list of clusters with significantly small clustering error is created, 

but clusters not obligate contain precise statistics for the target attribute values, what was 

experimentally proven in Subsection 5.2.2. In comparison, the hierarchical clustering 

algorithm uses another strategy for building clusters. The algorithm calculates the distance 

between objects and sequentially merges closest objects into clusters.  During this process 

clusters with both large and small clustering error are created. The sequential object merging 

joined with proposed MEuclidean distance measure contribute to obtaining the more precise 

statistics of a target attribute values for each cluster extracted, what was experimentally 

proven in Subsection 5.2.3. 

Comparing the clustering algorithms by the learning error the gravitational clustering 

algorithm dominates the self-organising maps. The learning error of the system that uses the 

gravitational clustering algorithm is close to 0 and decreases while increasing the clustering 

agents load. Comparing the distance measures, the MEuclidean dominates the DTW for the 

system with gravitational clustering algorithm, what can be explained with that the flow of 

sequential data is being imitated, what contributes to obtaining more precise target attribute 

values statistics while using the MEuclidean distance measure. 

Analysing the system testing results with artificial dataset, it becomes possible to 

conclude about the robustness of the clustering algorithms that were evaluated. As can be 

seen from the testing results of the system that uses the self-organising maps 

(see Subsection 5.2.2), the obtained testing error is comparatively large, though the error for 

the primary and for the artificial dataset remain on the same level. This allows to conclude 

that the self-organising maps are highly robust, since the artificial dataset has the noisiness 

level manually decreased comparatively to the primary dataset. At the same time the reaction 

to noise of the system that uses the gravitational clustering algorithm was more acute - 

comparatively to the testing results with artificial data, the evaluating the system with primary 

data returned 10 times worse results (see Subsection 5.2.3).  

The performed analysis of the obtained results allow to conclude that the hierarchical 

clustering methods are less robust comparatively to the self-organising maps, nevertheless the 

hierarchical clustering algorithms more precisely split data into clusters thereby increasing the 

accuracy of forecasting the target attribute value. In conclusion of the chapter it should be 

stated that the obtained results and given conclusions about the accuracy of the system and 

clustering algorithms are pertinent to the tasks defined and data used in the Thesis. 

 

CONCLUSIONS 

The ideas and concepts of the intelligent agent technology that contribute to the design 

and modelling of the complex and distributed systems are analysed in the Ph.D. Thesis. The 

proposed multiagent system was developed for a specific task, more precisely – for product 

life cycle phase transition point forecasting. Using the intelligent agent technology the 

structure of the system was intentionally made simple, allowing easy adaptation of the system 

for other tasks, similar to those defined in the Thesis. The developed structure of the agents in 
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the proposed system and the strategies chosen for process distribution allow agents to be 

easily changed without rebuilding the whole system. The results gathered during the 

development of the system prove the first of the hypotheses pointing that application of the 

IAT contributes to the complex management systems design process. 

The combination of the data mining methods allowed developing of the distributed 

process for knowledge discovery from data and forecasting the target attribute value for new 

data, applying to the tasks defined in the Thesis. The flexibility of the data mining methods 

contributed to the development of modifications of the clustering algorithms with new 

features. The obtained testing results of the system confirm the second of hypotheses which 

stated that with data mining methods it is possible to mine (produce) the model of the product 

lifecycle that can be applied to the new product lifecycle analysis.  

The scientific and practical results of the Ph.D. Thesis are the following: 

1. The multiagent product lifecycle management support system is developed. The 

system supports a manager with additional information about the market state of a 

product and progress directions, which promotes making well-reasoned decisions 

while choosing planning, manufacturing and advertising strategies. It is concluded that 

by combining the intelligent agent technology with data mining methods it is possible 

to develop a complex management and management support systems. 

2. An analysis of the concepts of the intelligent agent technology is done. The obtained 

results demonstrate that the application of the IAT contributes to the complex 

management systems design process. 

3. On the basis of the main tasks of the thesis and defined specifications of the 

multiagent system the functioning algorithms for data management agent, data mining 

agent and decision support agent are developed. The obtained results point out that the 

application of the intelligent agent technology contributes to the formalization of the 

structure and internal processes of the system. 

4. An analysis of popular clustering method for suitability to cluster the product demand 

data was performed. The concepts of suitable self-organising maps and the 

gravitational clustering algorithm are analysed and described. An analysis of the 

algorithms for suitability to cluster the short time series of different length was 

performed. The obtained results point out that the classical self-organising maps and 

the gravitational clustering algorithm do not support an option to cluster the short time 

series of different length. 

5. The modifications of the self-organising maps and the hierarchical gravitational 

clustering algorithm are developed. The modifications support an option of clustering 

time series of different length; the structural and procedural modifications of the 

algorithms were made.  

6. The MEuclidean distance measure proposed. This measure supports the calculation of 

the distance between time series of different length. 

7. A specialised software tool is developed that realizes the conceptual and procedural 

structure of the proposed multiagent system and implements the developed 

modifications of the self-organising maps and gravitational clustering algorithm. 

8. Using the developed software tool the approbation of the proposed system is 

performed and a comparative analysis of the proposed modified clustering algorithms 

and distance measures is done. The analysis of the system testing results point out that 

the proposed multiagent system is capable of mining the knowledge from data, create 

a knowledge base and apply it for analysis of new data in the autonomous mode with 

comparatively high accuracy. 
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9. An analysis of the obtained system testing results is performed. The results point out 

that the data mining methods can be used for building the model of the product 

lifecycle that can be applied for analysis of PLC of the new products. 
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