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An application of Direct Filter Approach: New
Economic Indicators for Latvia
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Abstract — The paper overviews the latest development trends
in direct filter approach (DFA) and applies DFA to construct
three prototypical real-time zero-lag indicators for Latvian
economy. The essence of DFA is to separately control for
amplitude and phase shift errors. Such a filtering approach has
never been implemented for Latvian data, and the resulting
indicators show nice real-time properties. A particular
application is construction of a light zero-lag monthly business
cycle indicator for Latvia's GDP; such indicator might be
welcome by macroeconomists.

Keywords — real time signal extraction, monthly indicator for
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. INTRODUCTION

The DFA methodology is apparently developed solely by
Wildi (e.g., 1998, 2004, 2005, 2008a, 2008b, 2009, 2010,
2011). Section Il introduces DFA, Section Il applies the
methodology to construct prototypical real-time indicators for
Latvian economy, Section IV concludes, and Appendix
elaborates on the (M)DFA methodology in details.

1. DIRECT FILTER APPROACH: AN OVERVIEW

The direct filter approach is concerned with estimating a
signal — e.g., a trend, business cycle or seasonally adjusted
series —in real time.

Let us assume that

Yo = Z?’jxt-j @)

j=—0
is the ideal output signal of a symmetric, possibly bi-infinite
filter. Since the filter in (1) generally requires bi-infinite input
data, the ideal output is infeasible in practice. A real time

estimate of Y, given a finite data set {X;,..., X; } is

T-1
§i =2 % )

j=0
Denote INOE ZT} ;e (-jw) and

f(a)):z:;;bj exp(—ijw) be the corresponding transfer

functions of filters in (1) and (2). Consider stationary
processes for easy exposition; generalization to integrated
processes is straighforward by using pseudo spectral estimates
and filter constraints, see Wildi 2008a. For a stationary

process X, the mean square filter error can be expressed as

[ IT@-T@F dH (@) = E[y, - 9], @

where H (w) is the unknown spectral distribution of X,. A
finite sample approximation of (3) is
272_ [T/2]

> w IT(@)-T(@) S(e), @)

k=—[T/2]
where @, =k24T , [T/2] is the greatest integer smaller or

equal to T/2, and the weight W, is defined as
1 for|k[#T/2

“ :{1/2 otherwise. ©

S(®@,) in (4) can be interpreted as an estimate of the

unknown spectral density of X;, which can be any spectral
estimate, e.g., it can be ARIMA-based spectral estimate.
However, as discussed in Wildi (e.g., 1998, 2008a),
consistency of S(w, ) is not required because the goal is not to
estimate dH (@) but the filter mean square error (3), instead.
Therefore, Wildi (2008a), among others, propose using
“sufficient statistic' - periodogram - as S(, ) in (4):

2

1 |$ .
S(o) = Iy (o) = o th exp (—ite, )| -
=1

Formal efficiency results are presented in Wildi (2008a,
2009). Given Wildi's subjective preference for periodogram,
this paper plugs periodogram in S . However, if one feels
reluctant using this inconsistent statistic, one can use his/her
preferred choice in one's own application, instead.

(6)

A. Classical DFA

Wildi (1998, 2005, 2008a) proposes a decomposition of the
mean square filter error into distinct components attributable
to the phase and amplitude functions of the real time filter,

using cosine law. For general transfer functions I" and r,
| T(w) - T(0) = A@)’ + A(w)?
— 2A0) Aw) cos(®(0) — ()
= (A(@) - A(w))*
+2A(@)A(@)L—cos(d(@) - 0(e)) @)
Assuming I" is symmetric and positive, ®(»)=0. Inserting

(7) into (4) and using 1—cos(®(w)) = 2sin?(P(w)/2), (4)
results in

o, 12 R ,
T > W (A@) - A®,))’S(@,)
k=—[T/2]
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[T/2] R R
2N WA 0) A, sint(B(0,)2)5(@,)
k=—[T/2] (8)
The first part of (8) is a part of total mean square filter error
attributable to the amplitude function of the real time filter.
The second part of (8) is attributable to the part of the total
mean square filter error due to the phase/time shift. The term

A(a)k)A(a)k) in (8) is a scaling factor which accounts for the
fact that the phase function does not convey level information.

Assuming I'(w) >0 for all @, I'(w) = A(w) . Then, a
generalized version of (8) can be written as

271_ [T/2] A 5
T z W (A(@) — A0 )" W (0,)S (@)
k=—[T/2]
+ 1 DS WA Aw,)sin(d(@, )2 W(@,)S (@)
k=—[T/2]
or 12 . ,
= z w, [ T(@) - T(@) |"W(0,)S (@)
k=—[T/2]
41227 5w M) M@y)sin(@(@,)2)W (@,)5(w,). ©)
k=—[T/2]

where W (e, ) :=W (e, , expweight , cutoff ) :

1 if | o, |< cutoff
(1+] @, | —cutoff )" otherwise.
(10)
cutoff marks the transition between passband and stopband,
and positive values of expweight emphasize high-frequency

components. Classical mean square optimization is for
A =expweight =0, whereas A >0 emphasizes time shift

W (o, , expweight , cutoff ) = {

error. The term A(w,)A(@,) in the second part of (9) implies
that A acts on the passband frequencies exclusively, and that
expweight does not alter the time shift error; expweight

emphasizes means square amplitude error by magnifying high-
frequency components in the stopband.

B. Analytical approximation to classical DFA

Expression in (8) is a quadratic function of the filter
parameters and therefore the solution can be obtained
analytically. Expression (9), however, involves nonlinear

functions of the filter parameters when A > 0. Therefore,
Wildi (2011) proposes the following analytic approximation of

(9) (for notational ease, W, has been assumed 1) :

[12]

22N M@ [Reli(@)+ iyi+ 420 (@) @)l (@) W(@,)s (@),

T k=—[T/2]
11)
where Re(-) and Im(-) denote real and imaginary parts and

I =~+/—1 is the imaginary unit. This paper follows Wildi

76

(2011) and sets f (m,) =1. Expression in (11) is quadratic in
filter parameters. Similarly to (8), W (@, ) emphasizes the fit

in the stopband. The term 4AI'(w,) emphasizes the

imaginary part of the real time filter in the passhand.
Rewriting (11),

2]

> [F(@,) - [Relf (@) +iyi+ 4ar (@) im{i(@,) ]| W (@)s(@,)
k=—[T/2]

2z
=

[1/2]

=25 S (o) -relf )+ i focansian

k=—TT/2]
o, 12 A
425N (o) Im((@)f s(@,)
k=—[1/2]
o, 2] .
:? |T(0) = T(@,) P W (2,)S(a,)
k=—[T/2]
o 12 L )
+41— z Ao ) Al@,)” sin((e, )" W (@, ) S (@ )-
k=—[T72]
(12)

A comparison of (9) and (12) reveals that Ci)(a)k)/2 is
replaced by Ci)(a)k) and an additional A(a)k) appears in
(12). (12) can be solved analytically for any A and W (@, )
because /:\(a)k)zSin((i)(a)k))2 is a squared imaginary part of

the real time filter. when A >0, expression (12) is less

statistically efficient than (9). However, if A =0, (12)
reduces to classical mean square criterion and regains

efficiency. Section 4 describes results using 4 = 0.

C. Multivariate DFA

The above univariate DFA has been generalized to a
multivariate DFA (MDFA) in Wildi (2008a). Rewrite (4)

using discrete Fourier transform (DFT) Z., (@, ):
o, 12

T A

e Z |F(a)k)_r(a)k)|2 I (o) =

T T (13)

o, 12 _ . _ ,

- Z | T(@)En (@) —T(@)En (@) |-
k=-T1/2]

Define ¥, as in (1), and assume additional M explaining

variables Z;,, j =1,...,m. Then, [(@,)Z,, (,) becomes

lc‘>< (@)Eqr () + Z,fzn (@, )ETZn (@), (14)

where

la L -
Iy (o) = (bej exp (—ijo, )jETx (@) (15)
j=0
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an ()= (sznj exp (-j o, )JETzn () (16)
j=0

are the one-sided transfer functions applying to the explaining
variables, and Z;, (@), E;, (@,) are the corresponding
n

DFTs. Wildi (2008a) shows that the following extension of
(13)

(@)~ @) En (@) - 2T, (@)1, @)

(17
inherits efficiency properties of the univariate DFA. A
multivariate version of (9) can be obtained by first rewriting
(17) as

o, 12
T2

=—[T/2]

[1/2] F(a)k )ETX (a)k ) - 1—,\)(‘IE:TX (a)k ) -

m
k=-[T/2] Zrzn (o )ETZn (@)

n=1

2z
=

2r &l E‘TZ ( k)

Z (o) - r(a)k) Zr (0)—=—"— (@)

T e Er

*|En (@) |2

o 12 R 2
== 2 [F@)-T@) 12 @)l
k=—[T/2]

where

(18)

rz, (@)
F(a)k) =T (a)k)"'Zr (a)k -
‘:‘Tx( k)
An analytically tractable multlvarlate version of customized
criterion (12), thus, is

(19)

o7 T2 . , _ ,
T Z |T(w) —T(o) "W (o) | En (@) |
k=—TT/2]

I1l.  NEw ECONOMIC INDICATORS FOR LATVIA

A. Targeting cyclical fluctuations in industrial production

All data used are real time vintages. Some variables contain
interpolated values. For example, Fig. 1 shows one of the
explanatory variables whose first 100 monthly observations
are interpolated from quarterly data. Such variables should be
carefully prepared for the best outcome, but meanwhile | take
those data as such, without proper treatment of seasonal
effects, log transform, cointegration, etc. Industrial production
trend published by GD ECFIN is plotted in Fig. 2.
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Volume 48
2, 12 R s , _ ,
+41— Z Alw ) Al@y)” sin(@(o)) W (@) | Er (o) |7
k=—[T/2]
(20)

The ratio in (19) is a source of potential numerical instability
of the solution of (20), though. Thus, Wildi (2011) comes up
with the following alternative to (20) (coefficient 4 in the

second part of (20) for notational simplicity is absorbed by A ,
and the weighting function W (@, ) is ignored):

[1/2]

> [F(@,)]1 25, (@,)]—Re(expr) i)+ AT (@) Im(expr)|*, (21)
k= [T/2]

where

m

expr =L (@) | Er (@) | +zrzn (o )E'Tzn (@) 22)
n=1

*exp (—iarg(Er, (@,)))

The paper uses the filter obtained by minimizing (21) subject
to filter parameters and two potential constraints - amplitude
and time shift constraints at frequency zero — discussed in
Appendix.

inpterpolated data

Fig. 1. Interpolated explanatory data.

Sym. bandpass IIP (black) vs sym. bandpass production trend (green)

Fig. 2. Bandpass of IIP (black) versus bandpass of industrial production trend
(green).

7
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The resulting real-time indicator for Latvia’s industrial
production — with an emphasis of timely turning point
detection — is shown in Fig. 3.

Target IIP; Symmetric bandpass (blue) vs one-sided DF targeting a lead of 0 months (green)

|

Fig. 3. symmetric bandpass of industrial production trend (black) versus its
real-time estimate (green).

Fig. 3 shows that the real-time indicator (green) estimates
turning points precisely (without lag) and that its amplitude is
slightly misplaced. Particularly, we can sacrifice amplitude
error to get better phase fit.

B. Targeting monthly cyclical fluctuations in quarterly GDP

Gross domestic product has large publishing lags and
revisions. Therefore, it is beneficial to have a zero-lag monthly
indicator tracking cyclical movements in quarterly GDP. Fig.
4 shows a prototypical indicator (green) that tracks turning
points in GDP in real-time setting.

GDP;Symmetric bandpass (blue) vs one-sided DF targeting tuming points in real time (green)
4

1£ !

Fig. 4. Quarterly GDP (black) versus monthly indicator (green) tracking
cyclical turning points in GDP in real time.

C. Alight monthly indicator tracking level in year-on-year GDP

Fig. 5 shows a prototypical real-time zero-lag monthly
indicator tracking level of quarterly year-on-year GDP values.
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This indicator might especially be useful for economists who
usually look at y-o-y GDP.
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Fig. 5. Interpolated y-o0-y GDP (red) versus real-time zero-lag monthly
indicator (green) tracking level of y-o-y GDP.

IV. CONCLUSION

This paper overviews latest developments in real-time
filtering, and proposes three prototypical real-time indicators
for Latvian economy:
e real-time indicator tracking turning points in Latvian
industrial production;
¢ monthly real-time indicator tracking turning points
in quarterly GDP;
e monthly real-time indicator tracking the level of
year-on-year GDP.

V.APPENDIX

A. Univariate DFA
Rewrite (11) (with f (e, )=1)

[1/2]

> IT(@) - Re([ (@) —iy1+ AL (@) IMI (@) F 1 (@)

k=—[T/2]

2] [F(a)k) —Re(l(o, ))]2

_ (23)
=72} + (1+ A0 () |m(f(a’k ))2

Iy (@)
Differentiate (23) w.r.t. filter parameters:
[T/2]

> (T(@) —Re(f(@,))(~d/db; (Re(['(e,))))

k=—[T/2]

+ L+ AT (@) Im( (@, ) didb; (Im( () I, (@,) = 0
Since

(24)

a4 Re(I'(e,)) = cos(— j,) (25)

db,

]
and
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LimE@) =sin-jo) @9

]

(24) becomes
@ ((r(a)k)— Re(I(@,)))(~cos(- ja,))

. ]ITx(wk):O(27)
+ A+ AL (@) IM(T (@, ) sin(—jw, )

k=—[T/2]

or
[1/2]

Z (@) cos(=jo, )1+, (o)

k=-1/2]

@ {Re(f(a)k))cos(—jci’k) JITX(a)k)- (28)
k=2 + (1+ AL (@) IM(T' (e, )) sin(= jo, )

Since

Re(I"(e,)) = > by cos(-la,) (29)

and

Im(I(@,)) = Y by sin(-la,), (30)

the r.h.s. of (28) is

[T/2]

by, D (cos(-jw,)cos(-0w,)

k=—[T/2]

+ 1+ A (@, ))sin(— ja, ) sin(—0a, ) 1, (@, ) +

[1/2]

b, D (cos(-ja,)cos(-1m,)

k=—[T/2]

+(1+ A0 (o)) sin(= o) sin(-1o,)) |1, (o) +

[T/2]

b, Y, (cos(—ja,)cos(-La,)

k=—[T/2]
+(1+ A0 (o)) sin(= jo, ) sin(-Laoy ) 5, (@ ).
Let b=C ™V . Then, the r.h.s. of (28) implies

(31)

[1/2]

Y. (cos(-jw,)cos(-la,)

C= k=—[T/2]
+(1+ Al (o)) sin(— jo ) sin(—l o)) 11, (@0, )
where 0< j,I <L. The Lh.s. of (28) implies

v :[ > r(wk)cos(—jwk)lTx(wk)J e

k=—[T/2]

(32)

jl

where j=0,...,L.

B. Multivariate DFA

Consider the following multivariate version of (11) (for
notational simplicity the multiplier 4 is concatenated into A
and the weighting function W (@, ) is ignored):

[12] (@, )En (@)

Z |T(@)Er, (o) —Re| &, _
k=-[T/2] + Zrzn (@ ):'Tzn (@)
n=1

—iy1+ Al (@) Im(f(wk )En (@) + Zm:fzn (o )ETZn (o )] §

2] (o )Re(En (o)) - Re(fx (@)En (@) i

k=—[T12] — ZRe(f‘ z, (o )ETzn (@)
)

[1/2]

+ z (T (@) IM(E (@) -

k=—[T/2]

1+ AT (0 ) [IM(T, (@)=, ()
+ 2T, (0)Zr, (@)

Wildi (2011) identifies two problems with (34):

« a nuisance term (@, ) IM(E, (®,)) appears in the
imaginary part in (34);

* requiring a smaller imaginary part of the aggregate filter,

Im(fx (@)= (o) + ifzn (o )E‘Tzn (o )J

by augmenting A would not necessarily lead to the expected
improvement because the target signal I'(@, )2+, (®,) is a

complex number with a non-vanishing imaginary part, too.
Both problems could be avoided in (18) - (19) by isolating

E (@,) outside of the filter expression. Wildi (2011) notes

that one does not need to “isolate' the whole DFT: its argument
would be sufficient. So, the modified expression is

(@) | Ex,(@,) | -Re(expr)|’

(34)

[1/2]

k=Tr2)— iy/1+ AT (@, ) Im(expr) (35)
*lexp (iarg (2, ()]
where
expr =T, (wk) | En (a)k) |
(36)

+ ifzn (o, )ETZn (o) exp (—iarg(Er, (@,)))-

In (35), only exp(iarg(E,, (®,))) is isolated. Since
|exp (iarg(Er, (@,))) [°=1, (35) becomes
@ [M(@,) | Zx, (e3,) | -Re(expr)|”

k:_Z[T:,Z]— i1+ A (@, ) Im(expr)

In (37), the nuisance term has vanished in the imaginary part;
imposing a smaller imaginary part of the aggregate

multivariate filter by augmenting A would meet the target

@37
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signal I'(w,) | Z,, (e, )| Which now is real; and this expression
is stable numerically. Re(exp (il0,)Zq, (@ )Pe(exp ()=, (@ ))
Denote ; =
~ +(1+ AL (a3, ))Im(EXp (o )Er, (a’k))
E‘Tx (a)k) :l E‘Tx (a)k) | ’ (43)

E'Tzn ()= E‘TZn (o) ep(-iag(E,(a))). (38)

Differentiate (37) w.r.t. b;“ (the j-th MA coefficient of the

filter applied to Z, ) and equate to zero:

o [T@)E (@) ~Relf, ()5, (@,)
2 -2 Relf (@), (@)
(-DRelexp (ij,)E, (o))

- Im(f, (@,)E+, ()

_ z \/MT(UK) +an:|m(fzn (a)k)-iTzn (Cl)k))

k=—[T/2]
D Imlexp ijo,)Er, (@))=0,

where Z_, (@) =Z.. if m= 0. Rearranging (39),
TZm k TX

*

*

(39)

[7/2]

z [N )ETX (@) Re(eXp (jo, )Esz (o ))
k=—[T/2]
(121

= k:;/ ]( Re(l, () Zn (@) )+ Zm::Re(fzn (@)Zr,, (a)k))J
* Re(eXp (o )Esz (o, ))
[1/2] Im(fx (@, )ETX (@, ))

+ > (1+a0(w,)) + im](f‘zn (a)k)iun (wk))

k=-[T/2]
* |m(eXp (ijoo, )ész (o ))
(40) reduces to the classical univariate mean square DFA
criterion when m = A = 0; the term in Lh.s. of (40) becomes
L0 )Er () Re(eXp (ijo, )Esz (@ ))
=I(@,)cos(=ja,) 1, (@),
which corresponds to (33). The r.h.s. simplifies to

(40)

(41)

Re(fx (o, )iTx (o, ))Re(eXp (ij o, )iTx (o, ))
+ Im(fx (@, )iTx (@, ))I m(eXp (ij o, )ETX (@, ))

= Re(f“x (@, )ETX (o, ))Re/(exp (ij o, )ETX (o, ))
mlE (0 (0 Imlee @) E (@)

= Re(f, (0)e0 [ 0,) ), (,), (42)
which corresponds to (32). The r.h.s. of (40) attributes the
following weight to the filter coefficient b,u :

80

* Im(eXp (jo, )Esz (a)k))v
where = (@) = Z,, (w,) for U=0. This generalized C

matrix reduces to (32) in the univariate case.

C. Constraints

The filter is subject to two potential constraints. The first
order restriction

b'+b, +...+b' =w" (44)
imposes amplitude constraint in frequency zero according to
r, @=w (I, =f,ifm=0)

The second order restriction imposes vanishing time shift in

frequency zero - the derivative of the transfer function in
frequency zero must vanish:

L
21 S ep(i(j-1w) =0, (45)
®=0 j=1
which results in the following coefficient constraint:
by +2b; +3b; +...+(L-1)b] =0. (46)

Imposing both constraints simultaneously leads to
b', =—(L-1)b'—(L-2)b; —...—2b" , + (L-1)w"

bl = (L—2)b" +(L-3)b" +(L—4)b! +...+b",
—(L-2)w"
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Ginters Buss. Tiesas filtréSanas pielietojums: jauni indikatori Latvijas ekonomikai

Saja raksta es apskatu tie3as filtréSanas pieeju, kuras bitiba ir sadalit vidgjo kvadratisko k]idu divas dalas — amplitidas k]ida un fazes klida. Tadgjadi, tiesas
filtresanas pieeja lauj izveidot indikatorus, kas pielayj lielaku amplitidas klidu, ta¢u samazina fazes kltidu — filtra rezultatam ir mazaka laika nobide neka citam
alternativam pieejam. Tie$as filtréSanas pieejas autors ir Marks Vildi. Vildi ir izstradajis filtréSanas metodi ar statistiski precizu amplitidas un fazes kludas
noskirtibu, tacu optimizeéSanas metode ir nelinedra parametros, 1idz ar to, to ir apgritinosi pielietot praksé. Tadgjadi, Vildi ir izstradajis optimalas filtréSanas
analitisku aproksimaciju, kuru viegli ir pielietot praksé tas atruma dg| — filtrét ir tikpat atri ka aprekinat regresiju ar mazako kvadratu metodi. ST analitiska
aproksimacija, konkréti — aproksimacija, kas vérsta nevis uz fazes kliidas minimizé$anu, bet gan uz filtra imaginaras dalas minimizé$anu (kas padara amplitidas
un fazes kludas noskirtibu nepilnigu/neoptimalu), tiek izmantota $aja raksta. Ka pielietojumu es ilustréju tris dazadus reala laika Latvijas ekonomikas indikatorus:
i) reala laika indikators, kas noverté pagrieziena punktus Latvijas riipniecibas produkcija;

ii) reala laika indikators, kas novérte Latvijas ikménesa IKP pagrieziena punktus;

iii)ikménesa reala laika indikators, kas noverté Latvijas gads-pret-gadu IKP tendences.

Sie indikatori izmanto tikai nerevidétus (skaita:4-5) ievaddatus un tadg] tie ir viegli uzturami un atkartojami.

I'untep Byu. Ipunoskenne npsaMoii GpuiIbLTpanMKu: HOBbIE OKA3ATEH /IS JIATBUIICKOI SIKOHOMUKHU

B HacTosIIeH CTaThe S pacCMATPHUBAIO MOAXOM MPSIMON (HIBTPALMH, CYTh KOTOPOTO 3aK/II0YaeTcsl B pa3JeleHuH CPeIHEeKBaApaTHIHOI OMMOKY Ha JIBE YacCTH -
omKOKa aMIIUTy bl U omnoOka (aspl. TakuM 00pa3oM, MOAXOA MPSIMOI (GUIIBTPALMKM O3BOJISIET CO3/1aBaTh MHMKATOPBI, KOTOPBIE JAOMYCKAIOT 00Jiee BHICOKYIO
OomMOKy aMIUIATY/bI, HO CHIDKAeT ommnOKy (assl - pe3ysnbTaT (GpuiIbTpa OTCTaeT MEHBIIE I10 CPAaBHEHHUIO C APYTHMH albTEPHATHBHBIMH ITOIXOJAMH. ABTOPOM
noaxoza npsMoil GuabTpanyu sBisiercss Mapk Bunnu. Bunnu paspabortan MeTon GHIBTpalMy ¢ YeTKUM HCKIIOYEHHEM ONIMOKH aMIUTHTYIbI U (a3bl, HO 3TOT
METO/[I SIBJISIETCS HEJMHEWOH ONTUMM3ALMel MapaMeTpoB, U, CIIEIOBATENbHO, €€ TPY/IHO IPUMEHUTD Ha npakTuke. [loatomy, Bunau paspaboran aHaIuTHYECKYIO
aNMpPOKCHMAIMIO ONTHMAIBEHOTO (PUIBTpa, KOTOPYIO JIETKO NPUMEHHTH Ha MPaKTHKe B 10 MPUYHHE €€ CKOPOCTH - (PUIBTP TaKoif ke OBICTPBIH, KaKk W METOX
HAMMEHBIINX KBAaJpaTOB. JTa aHAIMTHYECKas alllPOKCUMANus, KOTopas MUHUMH3UPYET He OMHUOKY (a3bl, a OomMOKy MMarupHod dacTd (HiIbTpa (II09TOMY
pasjeneHne OWMOKM aMIUTMTYAbl M OIMOKM (ha3bl y)Ke HEsBISIETCS HEMONHBIM/HEONTHMAIBHBIM), MCIOJb30BaHAa B OTOH crarbe. s MIUIIOCTpanuu
HCHOJIb30BaHMS MOJX0/Ia UMEIOTCS TPU PA3IMUHBIX NT0KA3aTeNsl IATBUHCKOIT SKOHOMUKH B PEalbHOM BPEMECHH:

I) MEIMKATOP IS OLIEHKH IIOBOPOTHBIX MOMEHTOB JIATBUICKOTO IIPOMBIIIICHHOTO IPOU3BOACTBA B PEXKUME PEAIBHOTO BPEMEHH;

I1) exxeMecsUHBIN MHIUKATOD IJIsl OLIEHKH MOBOPOTHBIX Touek JlaTBuiickoro BBII B pexuMe pealbHOro BpeMeHu;

I11) exxemecsiyHbIi MHAMKATOP JUISl OLIEHKH JIATBUHCKOTo rojioBoro Tpenaa BBII B pexxumMe peanbHOro BpeMeHH.

DT nokaszaTeny UCIONB3YIOT TOIBKO HeayJUPOBaHHBIE (B TOM 4HCIe, 4-5) JaHHBIE, H IOITOMY UX JIETKO IIOJICP’KHBATh M BOCIIPOM3BOIHUTE.
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