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Abstract — This paper aims to research various data mining
techniques applied to solve intrusion detection problems. In
general, intrusion detection techniques can be divided into two
major categories: misuse detection and anomaly detection.
Taking into consideration effectiveness of the anomaly detection
technique not only against known types of attacks (like misuse
detection does by exploiting signature database) but also against
new ones, it has become a topical issue in majority of data and
computer security researches.

The techniques discussed in the paper include the Hidden
Markov Model (HMM) method for modelling and evaluating
invisible events based on system calls, further development of
Stephanie Forrest’s idea of the fixed-length audit trail patterns,
the principle component analysis based method for anomaly
intrusion detection with less computation efforts, algorithm based
on k-nearest neighbour method, as well as applying association
rule algorithm to audit data.

Keywords — Information security, intrusion detection, data
mining, association rules

. INTRODUCTION

In recent years a vast majority of research activities in the
area of anomaly detection have been focused on studying the
behaviour of programs and the creation of their profiles based
on system call log files. Until now, a simple anomaly
detection method based on monitoring system calls initiated
by the active and privileged processes is widely used [1]. The
profile of normal behaviour is constructed by enumerating all
unique, and related fixed length system calls, which are
observed in the training data; in turn, previously undetermined
sequences are considered abnormal. This approach has been
extended by various other methods. It was suggested to utilize
data mining approach to study samples of the system calls and
construct small set of rules contained in normal data. During
the monitoring and detection, the sequences that violate these
rules are treated as anomalies [2]. Also Hidden Markov Model
(HMM) can be used — a method for modelling and evaluation
of invisible events based on system calls [3]. Later, the idea of
analyzing patterns of system calls of fixed length has been
further developed, by analyzing patterns of system calls, but of
variable length [4]. Furthermore, a new method for intrusion
detection, based on the method of principal components has
been introduced [5]. In addition to those listed above, an
algorithm based on the method of K-nearest neighbours is
proposed in the paper [6].

Profiling the behaviour of the end user is not less important
aspect of data protection than the profiling the software
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activities. This method is effective in detecting internal attacks
that constitute one-third of the corporate system security [7].
In information systems based on UNIX or Linux operating
system, the sequences of shell commands are easily collectible
and analyzable information, thus being the source material for
creating profiles of end users. Besides, the collection of such
information does not use significant system resources. On the
other hand, taking into account the difference between the
behaviour of end users, the building of profiles of their
activities is a difficult task comparing to building a profile of
program behaviour. Hackers can even try adapting their
behaviour to fool IDS systems.

A particularly powerful method that uses a fixed number of
states is a Hidden Markov model, which is widely used in
speech recognition, as well as in the simulation of DNA
sequences [8], [9]. The hidden Markov Model (HMM)
describes a double stochastic process. HMM states represent
some unobservable conditions of the system being modelled.
In each state there is a certain probability of creating one of
the possible system outputs and a separate probability
indicating a possible next state.

Standard HMM has a fixed number of states, so before
training the size of the data model has to be chosen. As
described in the earlier research works, the only correct way
forward is to select a number of states approximately
corresponding to the number of unique system calls used by
the program [3]. Most of the currently used programs use 40
different system calls; as a consequence, in most cases Hidden
Markov Models of the 40 states can be used. The states are
completely interconnected, transitions are allowed from any
state to any other state. Consequently, probabilities of
transition from one state to another and probabilities of
occurrence of each system call should be kept. For a program
using the 5 system calls and, therefore, the 5 state model,
that means approximately 257 values.

In most cases, the transition probabilities can be randomly
selected and then trained using the Baum-Welch algorithm, as
described in [8]. And yet, in some cases, preliminary
information is useful when performing initialization. As an
example, system calls for print resources can be mentioned.
The main difference between various calls for the same
resource is the length of the document sent to the printer.

As it has already been mentioned in many researches —
HMM training is a very resource-costly process. Calculations
for each of the program trace, while performing training, take
O5)* where T s the length of the system call (see Table
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IError! Reference source not found.), and 5 is the number
of states. In addition, data storage requirements are high
enough. "Trellis" of intermediate values that must be stored

during calculations for each track requires rapid processing of
T(25+1) of floating point values.

TABLE |
STANDARD DATA SET USED FOR MODELLING SYSTEM CALL BEHAVIOUR
- Normal data Normal data used Normal data used for

Program | Intrusions . . .

available for training testing

Number | Number Number Number Number | Number

Number of
of of system | of of of system
of traces system
traces calls traces traces calls
calls

MITIpr 1001 2703 2926304 | 415 568733 1645 1553768
UNMIpr | 1001 4298 2027468 | 390 329154 | 2823 1325670
Named 2 27 9230572 | 8 677340 12 7690572
Xlock 2 72 16937816 | 72 778661 1 16000000
Login 9 12 8894 12 8894 -
ps 26 24 6144 24 6144 -
inetd 31 3 541 3 541 -
stide 105 13726 15618237 | 150 246750 13526 15185927
sendmail 71760 44500219 | 4190 2309419 | 57775 35578249

Testing is more effective in comparison with the above
described training. A standard way to check the HMM is to
calculate the probability that it will produce data which differ
from the original training set. However, simpler methods can
also be used, which (unlike the standard method) are not
sensitive to the length of the traces of system calls and better
suited for use in online mode. "Reading" traces of a system
calls one by one requires tracking of the state transition and
output that are required from the HMM to produce that system
calls. If the constructed HMM is a good model of the program,
then the normal traces should require only standard transitions
and outputs, while intrusive traces must include one or more
system calls that require unusual state transitions and/or
symbol outputs.

At any given time T | there is a list of currently possible
states. Choosing just one more probable state for each system
call is not the best method of using the constructed HMM;
respectively, tracking of all possible ways should be done.
Thresholds are set for the probability of "normal" state
transitions. Then, if a system call is encountered in the trace
which could only have been produced using below-threshold
transitions or outputs, it is flagged as a mismatch.

The time to check each system call depends on the size of
the model and size of the current list of valid states. This list
tends to be very small, if it consists of only "normal™ tracks
and, on the other hand, contains all the possible states after the
discovery of anomalies.

V. INTRUSION DETECTION USING AUDIT TRAIL
PATTERNS

Below a method used to extract and compare patterns, as
well as the metrics used to distinguish between normal and
abnormal behaviour [4] is described.
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A Extracting Patterns

Algorithm to build a table of fixed-length patterns is very
simple. From the sequence of data passed through the analysis
module, all the unique subsequences are retrieved (models of a
given length k). This is achieved by using a sliding window of
length k for all the input data, followed by writing all
occurring subsequences. In this case, the duplicates are
ignored. Construction of the pattern table is best illustrated by
an example. When k=3 and the training set is
ABCCABC | this table layout is achieved:

fABC,BCC,CCA,CAB} 1)

It should be noted that A5C  pattern appears only once in
the table, although it occurs in two positions, namely the first
and last.

B. Pattern Matching

Pattern-matching technique is similar to the pattern-
generation technique. The k-length window is moved through
the sequence, recorded during the actual operation of the
system. Each item is checked for a match, i.e., whether there is
a pattern that corresponds to the subsequence in the window.

If the above presented data (pattern table) and simple
sequence ABCCACC  are taken, for example, three matches
_ AEE_. Bff, ECA}’ and two mismatches — {CAC, Aff}

can be observed.

C. Metrics

It should be noted that the length of the analyzed sequences
cannot be a source of information about a possible invasion.
All events must be analyzed upon arrival to the analysis-unit,
besides there is no need to wait until all the events of one
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particular process are available for analysis before starting to
check for signs of intrusion. That would be problematic, for
example, in cases of continuously running processes. In [11],
three measures are used to distinguish between normal and
abnormal behaviour. However, only the measure described
below is independent of the sequence length. Let & and b pe
two sequences of length % . The expression @i designates the

character at position ¢ . The difference d(a. B)petween @
and & is defined as
k
d@.b) = ) fila.b). )
i=1
Qifa; =b;
h " - i i
where f; (@. b) 1 otherwise )
During pattern matching, for each subsequence Y the

minimum distance “min{u) between 1 and the entries in the
pattern table is determined:
dmin(w) = min{d(u,p)¥ patternsp}  (4)
To detect an attack, at least one of the subsequences
generated by the very attack, should be classified as an
anomaly. In terms of the above measure, there is at least one
subsequence 1 for which
dmin{u} =0 5)
It is assumed that the higher the value Aemini’, the greater
the likelihood that the sequence is actually generated by the
invasion. In practice, the maximum observed value “min % is
used as an example of the invasion, because it represents a
strong signal of the anomalous behaviour of the system.
Anomaly signal, 94, is defined as:
5, = max{dmm,:u}"a’subsequencesu} (6)
Ideally, the value 34, which is higher than 0 can be
considered a sign of invasion. However, as shown by
experimental results, full compliance cannot always be
achieved [11]. Thus, the threshold is defined so that only the
sequences with 5a  above this threshold are considered
suspicious.

V.

Instead of analyzing the local ordering of system calls, data
on the frequency of system calls can be used to characterize
program behaviour. Using the metaphor of text processing,
each system call is treated as a "word" in a long document,
and a set of system calls generated by each process is seen as a
"document”. This analogy enables us to use the full range of
well-developed methods of text processing [10] for the
problem of intrusion detection. One such method is the
method of K-nearest neighbour classification [6].

K-NEAREST NEIGHBOURS
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By analogy with text categorization, each process initially
appears as a vector where each entry is a system call during
the process. Rankintg techniques, such as the frequency
weighting and £ = i@f  are used to determine the values of
vector elements. To classify a new process as normal or
intrusive, KNN classifier computes the similarity between the
new process and each instance of training data, and uses the
class labels of K closest neighbours to define the class of the
new process. This approach contributes to the underlying
assumption that the processes belonging to one class will be
collected in a single cluster in the vector space.

Some significant advantages of using text classification
techniques to detect intrusions should be identified. First, the
size of system calls dictionary is very limited. In a widely used
DARPA data set, less than 100 different system calls are
presented, while a typical text classification problem can
handle over 15,000 unique words [10]. Thus, the dimension of
the process vector is greatly reduced, and there is no need to
use dimensionality reduction methods. Secondly, the problem
of intrusion detection can be considered a binary classification
problem, which makes adapting text categorization methods
very simple.

First for training purposes intrusion detection is
implemented, based solely on the normal behaviour of the
program. In order to ensure processing of all possible normal
processes of the program, a large amount of training data must
be used.

Namsl

Arpormal

Fig. 1. Experimental results for system call data MITlpr

After processing the training data of normal behaviour, the
method of text categorization can easily be adapted to detect
anomalies. It is necessary to scan the audit test data to extract
all system call sequences for each new process. Afterwards, it
is necessary to calculate the similarity of the new process and
every process from a training set of data. If at least in one case
the value of similarity equals 1, that means that the new
process system call and a system call of a process from
training data sets match perfectly, then this new process can be
immediately classified as "normal”. Otherwise, ratings of
calculated similarities are sorted, and k-nearest neighbours are
selected to determine the "normality" of the new process.
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VI.

Assuming that the observed dataset is divided into M
blocks either by a fixed length (for example, divided
consecutively by 100 in the command data) or by an appointed
scheme (for example, separated by processes in the system
call data) and there are ™ unique elements in the available
dataset, in this case, the analyzed dataset can be represented
by M vectors, each of which contains ™ observations. Then
amXM matrix X can be build, where each element Xy
stands for the frequency of ¢ -th, individual element occurs in
the / -th block.

Using the available training set of data vectors
Xy:Xgs-Xm  average vector & and each mean-adjusted
vector can be computed. So as ™ eigenvalue-eigenvector
pairs (e 1y (g tzdh e Ry Ui)  of the  sample
covariance matrix of vectors [11], [12] can be calculated.
Several eigenvectors UasUgs .Uyl € M) forming the
nxk matrix U, which can be used to represent the
distribution of the initial data, are chosen empirically.

Given a test data vector I | it can be projected onto the k-
dimensional subspace according to the rules [13]

PRINCIPLE COMPONENT ANALYSIS

y=UT(t - ) )

The distance between the test data vector and its projection
onto the subspace is simply the distance between the mean-
adjusted input data vector

b=t—p )

and

Oy =Uy ©)

If the test data vector is normal (does not contain any signs
of intrusion), the vector and its projection will be very similar,
and the distance between them is very small and close to zero
[14]. Based on this property, a normal program and user
behaviour are profiled for anomaly detection. In principle, the
following three methods for measuring the distance (or in this
case, similarity) between two vectors can be used for
comparison of the experimental results - Euclidean distance,
Cosine distance and Signal-to-Noise (SNR) measure.

Euclidean distance, Cosine distance and the SNR measure
for the anomaly detection purposes can be represented as
follows:

g, = o - o, (10)
T
__ 00
£3 = (11)
onjo,|
g5 = 1010 Ll s S (12)
& - !I)fl
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In the procedure of anomaly detection, €1, €z and €z are
considered to be detection indices. If either £1, €z is below or
£3 is above a predetermined threshold, test data £ will be
classified as normal, otherwise as anomalous.

Using PCA for intrusion detection, good testing results can
be achieved. Figure 1 shows the experimental results using
squared Euclidean distance measure with the former 200
traces of data for training and other 700 traces for testing. It is
observed that abnormal data can be easily distinguished from
normal data.

VII.

All the above-described data mining methods are widely
studied and discussed in many articles and scientific
experiments. In turn, a method for association rule
construction being one of the most popular approaches among
various data mining methods is relatively rarely used in
anomaly detection sphere.

Initially, association rule induction method has been
proposed to be used for the so-called problem of market
basket analysis, which aims to find patterns in behaviour of
supermarket consumers. In particular, Boolean associative
rules aim to identify sets of products (items) which are often
bought together. Discovered rules may, in particular, tell us
that people who buy butter and milk will also buy bread.

Construction of association rules is aimed at finding
meaningful connections between the elements of a given set of
data. Let 1=1{i,.i,,...i,} be a set of products, called
elements. Let D be the set of transactions, where each
transaction T — is a set of elements of I, where T €1 | Each
transaction represents a binary vector, where Lkl =1 jf iy
element is present in the transaction, otherwise tlel =0 we
say that transaction T contains X, a set of elements of I, if
XeT implication X =Y s called an associative rule,
WhereXEjr,YE.F,X”F:m.RmeX:)Y has
support & , if 3% of transactions in L | contain X U Y
suppX = Y) = suppX UY) The reliability of the rules
indicates the probability that X follows from Y. Rule X = ¥
is valid with confidence € | if C% of transactions in I |,
containing X | also contains ¥ |,

ASSOCIATION RULES

suppX v Y)

supp(X) 13)

conflY =2Y)=

In other words, the purpose of analysis is to identify the
following dependencies: if a certain set of elements of X
appears in the transaction, then on the basis of this we can
conclude that a different set of Y is also to appear in this
transaction. Establishing such relationships enables us to find
very simple and intuitive rules.

Association rule mining algorithms are designed to find all
the rules of XY, furthermore support and confidence of these
rules should be above some certain threshold, called,
respectively, the minimum support (minsupport) and the
minimum confidence (minconfidence).

Association rule mining problem is divided into two
subtasks:
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e Mining of all itemsets that satisfy the minsupport
threshold. Such itemsets are called frequent.

Generation of rules from the itemsets mined according
to the previous point with reliability, meeting the
threshold minconfidence.

One of the first introduced algorithms to effectively solve
this class of problems is the APriori algorithm. The algorithm
works according to the above mentioned two stages — the first
step is to find frequent itemsets, and the second one — to mine
rules. The number of items in a set is called the size of the set,
and a set consisting of k elements — k-cell collection.

In the first step of the algorithm, one-element frequent sets
are computed. In order to do this, it is necessary to compute a
support value for all elements in the data base.

The following steps will consist of two parts: the generation
of potentially frequent itemsets (called candidates) and
computing of support for candidates.

The above-described algorithm can be represented in the

following pseudo-code:
F1 = {frequent one-cell element set }
for (k=2; Fk-1 <> &J; k++)
{
Ck = Apriorigen(Fk-1) // generation of the
candidates
For all transaction t T
{
Ct = subset(Ck, t) // r
For all candidates € €
c.count ++

oval of redundant rules

}
Fk = { CE Ck
candidate
selection

}
Result Y Fk

The described association rule induction algorithm can be
used for two phase (learning and detection phases) intrusion
detection system. Taking into account that during the learning
phase the system learns and analyzes raw data provided and
then, on the basis of these rules, creates a security model that
will subsequently be used for a real intrusion detection, it can
be concluded that the construction of proper rules of normal
behaviour of the system is a key factor for an intrusion
detection system.

| c.count >= minsupport} //

VIIL.

Such data mining techniques applied to the problem of
intrusion detection have been examined, as Hidden Markov
models, audit trail pattern extraction, k-nearest neighbour
method, principle component analysis and the construction of
association rules. All the above mentioned techniques have
both advantages and disadvantages regarding the stated task of
intrusion detection.

Markov models have a fixed number of states, so, firstly, it
is necessary to decide on the size of the data model before
learning process starts, and, secondly, taking into account the
fact that the states are completely interconnected, transitions
are allowed from any state to any other state and,
consequently, probabilities of transition from one state to
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another and probabilities of occurrence of each system call
should be kept. For a program using the 5 system calls and,
therefore, the 5 state model, that means approximately 25°
values.

In case of an audit trail pattern extraction method, it must be
emphasized that the anomaly signal, 24 is defined as:

55 = max{dmm,:u}"a’subsequencesu} (14)

Ideally, the value 54, which is higher than 0 can be
considered a sign of invasion. However, as shown by
experimental results, full compliance cannot always be
achieved [12]. Thus, the threshold is defined so that only the
sequences with 54 above this threshold are considered
suspicious.

The k-nearest neighbour data mining technique is one of the
most applicable to the solution of the intrusion detection
problem, taking into account that this method allows using the
full range of well-developed methods of text processing [10].
As mentioned above, the method for association rule induction
being one of the most popular approaches among various data
mining methods is relatively rarely used in anomaly detection
sphere. It is absolutely necessary to mention such important
advantages of this algorithm to solve the problem as the
simplicity of algorithm usage in transactional databases, as
well as the very essence of the construction of association
rules — support and confidence of these rules must be above
some certain threshold, called, respectively, the minimum
support (minsupport) and minimum confidence
(minconfidence). Thus, this method shows a good (in this case
— low) level of false detection of anomalies.
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Pjotrs Dorogovs, Arkadijs Borisovs, Andrejs Romanovs. Nesankcionétas piekluves sistémas izveido$ana, izmantojot intelektualas datu ieguves metodes
Darba mérkis ir izpétit dazadas datu ieguves metodes, kas tiek izmantotas nesankcionétas piekluves problémas risinasanai. Kopuma nesankcionétas piekluves
panémienus var iedalit divas nozimigas kategorijas — launpratiga izmanto$anas un anomaliju noteikSana. Nemot véra anomaliju noteik$anas metodes efektivitati
ne tikai pret zinama veida uzbrukumiem (piemé&ram, izmantojot parakstu datu bazi), bet ari pret jauniem veidiem, ta ir kluvusi par aktualako tému lielakaja dala
datu un informacijas tehnologiju dro$ibas p&tijumos.

Darba tiek izpétitas tadas datu ieguves metodes ka Markova apslépta modela (Hidden Markov Model (HMM)) metode apslépto notikumu, kas balstas uz sistémas
izsaukumiem, model&Sanai un noveértésanai , talaka Stefanijas Foresteres idejas izstrade par fikséta garuma Auditacijas pierakstu analizi, metode anomaliju
noteikSanai, kas balstas uz galveno komponentu analizi, K-tuvako kaiminu metode, ka arT asociativo noteikumu metodes piemérosana auditacijas datiem.

Visas izpétitas datu ieguves metodes ir pietiekami labi piemerotas nesankcionétas piekluves problémas risinasanai, tomér to reala pielietoSanas sféra liela méra ir
atkariga no konkrétiem apstakliem. Pieméram, paslépto Markova modelu izmantosanai ir jarékinas ar augstam skaitloSanas prasibam modela izveido$anai, kas
dazos gadijumos var biit nepienemami. Savukart, npemot véra K-tuvako kaiminu metodes piem@rotibu teksta atpaziSanai, ta ari ir salidzinosi viegli pielietojama
minétas problémas risinasanai. Turpmakie pétfjumi apskatitaja nesankciongtas piekluves sféra tiek novirziti Asociativo noteikumu indukcijas metodes
pielieto$anai, nemot véra to salidzinosi vieglo pielietojumu transakciju datu bazes, turklat §1 metode demonstré zemu kltidaino atklajumu limeni.

Mérp doporos, Apkanuii Bopucos, Anapeii Pomanos. IlocTpoeHne cucreMbl 00HAPY KeHHs] HECAHKIMOHMPOBAHHBIX BTOPKEHMIl ¢ HCIOJIb30BAHUEM
METO/I0B HHTEJUIEKTYaJIbHOI0 AHAJIM3A JAHHBIX

JlanHast pa®oTa IMOCBSIIEHA HCCIEA0BAHUIO PA3IHMYHBIX METOAOB HHTEIEKTYyalbHOIO aHalIN3a JAaHHBIX, HCIOIb3yeMbIX AN pelIeHus MpoOaeM OOHapyKeHUs
HECaHKIIMOHUPOBAaHHBIX BTOpXKEHMH. B oOmem ciydae oOHapyKeHHs BTOPXKEHHII MOXKHO pa3leNiTh Ha [BE OCHOBHBIE KATETOPHH — BBIIBICHHE
3n0ynotpebiaeHuit u obHapyxeHue aHomanuil. [IpuHuMas Bo BHHMaHHE 3((EKTHBHOCTH HE TOJBKO UIS ONMpEIENCHHS M3BECTHBIX BHAOB aTak (HAampHMep,
oOHapy)XeHHe 3JI0yNOTpeONeHUI peanu3yeTcs, WCIONb3ysl CUTHATYpHYIO 0a3y JaHHBIX), HO TaKKe M IPOTHUB HOBBIX, OOHapy)XeHHE aHOMAJMH CTajo
aKTyaJbHBIM BOIIPOCOM B OOJIBIIMHCTBE UCCIIEOBAHHH 110 6€3011aCHOCTH JAHHBIX ¥ KOMITBIOTEPHON 0e30IacHOCTH.

Metonsl, 06cyxnaeMble B paboTe, BKIIOYAIOT B ce0sl: MOJEIUPOBAHUE HEBHIUMBIX COOBITHII HA OCHOBE CUCTEMHBIX BBI30BOB, UCIOJIB3Ys CKPBITbIe MapKoBckue
Mozeny; gansHeiinee pazurue uaen Credannu GoppecT 1Mo aHAIM3y ayAUTHBIX JAHHBIX (PUKCUPOBAHHON ATMHBI; OOHAPYKEHHE aHOMANHUMH, HCIIOIb3ysl METO.
IJIABHBIX KOMIIOHEHTOB; aJITOPUTM, OCHOBAaHHBII Ha aHaym3e K-Ommkaiimmx cocenei, a Taxke IOCTPOSHHE aCCOLMATUBHBIX IIPABHII JUTS ayAUTHBIX JaHHBIX.

Bce n3ydeHHbIe METO/bI aHAIN3a JAHHBIX JOCTATOYHO XOPOIIO MIPUMEHUMBI IS PEIeH s IPOoOIeMbl HECAHKIIMOHMPOBAHHOTO JJOCTYIIA, HO pealbHasl cdepa ux
IIPUMEHEHUsSI CYIMIECTBEHHO 3aBUCHUT OT KOHKPETHBIX 00CTOATENbCTB. Hampumep, IpUMeHss CKpHIThie MapKOBCKHE MOJIENIH, HEOOXOAUMO YyIHTHIBAThH BHICOKUE
BBEIYUCIIMTENBHEIC TPEOOBAHUS NIPH CO3AaHUU MOJENH, YTO B HEKOTOPBIX CITyJasiX MOXKET OKa3aThCs HempuemiaeMbIM. C Ipyroif CTOPOHBI, YUUTBIBAsK BHICOKYIO
MpUrogHocTh Meroxa K-Omkalmmx cocenmeil i paclo3HaBaHWsI TEKCTa, OH OKAa3bIBACTCS OTHOCHTENBHO IIPOCTHIM B HCIOJB30BAHHH UL PEIICHHS
MIOCTaBICHHOU HpobieMsl. [lnanupyercs, 4To manpHEHIINe HCCIEIOBAHMS B PAMKAX PEHICHUS MPOOIeMbl HECAHKIIHOHHPOBAHHOIO JOCTYHa OYAyT MOCBSIIEHEI
METO/ly MHIYKIUH aCCOLMATHUBHBIX IPAaBWJI, NMPHHHMAas BO BHUMaHHE OTHOCHTENBHYIO JIETKOCTh €ro NPHMEHEHHs] B TPaH3aKIMOHHBIX 0a3ax NaHHBIX; KpOME
TOTO, 3TOT METO| IEMOHCTPUPYET HU3KUH YPOBEHD JIOXKHBIX JIETEKIHH.
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