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Abstract — The paper presents the results of the research into  of offspring of individuals, who are better fitted to

algorithms that are not meant to mine classification rules, yet
they contain all the necessary functions which allow us to use
them for mining classification rules such as Genetic algorithm
(GA). The main task of the research is associated with the
application of GA to classification rule mining. A classic GA was
modified to match the chosen classification task and was
compared with other popular classification algorithms — JRip,
J48 and Naive Bayes classifier. The paper describes the algorithm
proposed and the application task as well as provides a
comparative analysis of the obtained results with other
algorithms.
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. INTRODUCTION

The paper describes a task associated with the application
of genetic algorithms to mining classification rules from data.
The goal of the research is to provide a solution to the classic
problem of data mining, which can be solved by a number of
methods that are referred to as classification rule mining
algorithms.

Topicality of this research is that there are other algorithms
that are not meant to mine classification rules, yet they contain
all the necessary functionality to apply them to mining rules.
Genetic algorithm is one of these algorithms. The paper
studies and analyzes the genetic algorithm options for mining
classification rules as well as other data mining methods that
can be applied to forecasting whether the e-shop client will re-
purchase within 90 days or not.

The theoretical background of this paper focuses on the
genetic algorithms and classification concepts and principles.
In the paper, a genetic algorithm, which is different from the
classical one, is proposed. This particular genetic algorithm is
adapted to mining the classification rules from statistical data.
As other possible solutions to this problem, the algorithms
JRip [8], J48 [4][8] and the Naive Bayes classifier were
tested [11]. Genetic  algorithm is an evolutionary
computational technique that belongs to the set of
optimization algorithms, which can be described as a natural
heuristic algorithm. The algorithm is based on an iterative
improvement of an existing solution [1]. A set of solutions is
used instead of a single solution, and it is called a population,
where each individual is a solution to a specific problem.
Solution set is iteratively improved by following the natural
evolution and applying genetic algorithm operators: crossover,
mutation and selection.

Genetic  algorithm  represents  the  optimization
techniques [19], [21] that simulate a natural evolutionary
process leading to survival and producing the largest number
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environmental conditions. The fitness depends on genes of the
individual, inherited from parents [1], [5].

In 1859 Charles Darwin published his famous work "The
emergence of individuals", presenting the basic principles of
evolutionary theory:

1. Heredity — offspring inherits signs (genes) from parents;

2. Variability — the descendants almost always are not

identical;

3. Natural selection — survival of the fittest [10].

By improving the value of fitness function, the genetic
algorithm searches and finds a suitable solution to the task.
The solution may be optimal or close to it [2], [7], [10].

Il. MINING CLASSIFICATION RULES WITH GA

Mining classification rules with genetic algorithm is a
complex and laborious process which requires the GA to be
modified to solve a data mining task [16], [20]. The proposed
genetic algorithm has two phases. During the first phase the
best individuals in each population are added to the archive.
Then in the second phase the archive of the best found
individuals is used to mine the classification rules. Figure 1
shows the first phase and contains the next eight steps:

1. Generating the first population. Individuals are created
randomly. The binary encoding is used. If the generated
random number is less than or equal to 0.5, the gene will be
assigned "0", otherwise the value "1" is assigned to the
specific gene. The length of chromosome depends on the
number of descriptive attributes and their value sets,
because the number of genes that is used to encode the
attribute is equal to the number of values the attribute can
take [15]. With respect to the dataset used, it was
determined that the length of each chromosome length
would be equal to 35 genes.

. Evaluation of individuals. The fitness of each individual
depends on how good it is, how bad it is and on support of
the rule that is encoded by the individual. The support is
calculated using equation (1). How good the individual is or
“confidence” is calculated using equation (2), and the
equation (3) is used to evaluate how bad the individual is.
When all calculations are made, the fitness of an individual
is calculated using equation (4).
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where: C — “benefit” of the individual;
C — “badness” of the individual;
S — support of a given class B;
|A] — number of records that meet the condition A;
|B| — number of records that meet the condition B;
|A+B| - number of records, which comply with the
rule: ,,If A, then B”;

F — fitness of an individual.

1. Generate the first population

:

2. Evaluate individuals in population

A

3. Is the stopping
condition true?

No
v

4. Perform selection

!

5. Perform crossover

A 4
6. Perform mutation

.

7. Copy the best individuals to the
archive

;

8. Generate the next population
\

End

Fig. 1. Processes in the first phase of the proposed algorithm
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. Checking the stopping condition. The number of

iterations was used as the stopping condition. If the
defined number of iterations is successfully reached, and
the desired number of populations is generated, then the
algorithm steps into the second phase, otherwise the
algorithm remains in the first phase [17], [18].

. Selection. The roulette wheel selection was applied.
. Crossover. The N-point crossover strategy was used.
. Mutation. As the binary encoding was chosen to

represent the individuals, the flipping concept was
implemented for the mutation — 0 changes to 1 and vice
versa.

. Copying the best individuals to the archive. At the

beginning of the process it is defined how many
individuals will be copied to the archive. An individual
can be copied to the archive only once, no duplicates are
allowed.

. Generating the next population. The strategy when

parents compete with children for the right to be included
in the next generation is used. Also the elitism was
applied to overcome the loss of the fittest individuals [6],
[12], [13].

In the second phase of the algorithm, which is shown in
Figure 2, the classification rule mining process begins [9]. The
second phase contains the next seven steps:

1.

Sorting the individuals. Individuals in the archive are
sorted by their fitness in descending order. The best
individual will remain in the first position.

. Moving the best individual X to the rule set R. The rule,

encoded in the individual X, is included in the rule set R.
The individual is excluded from the archive.

. Excluding covered records. The records in the training

set, covered by the rule that is encoded in the individual
X, are excluded from the training set.

. Checking the stopping condition. The algorithm stops in

two cases: if the training set is empty or if the archive is
empty — all individuals are excluded from the archive.
Otherwise the cycle continues.

. Re-evaluating each individual in the archive. The fitness

of each individual in the archive is re-calculated using
the records that remain in the training set.

. Classifying test records. The rule set R is the classifier

that is tested during this step. The rules are activated in
the order they were included in the rule set. The first rule
that matches the values of descriptive attributes of a
record in the test set is activated. The target attribute
value from an active rule is assigned to the test record. If
no rule is activated by a test record, it will be charged as
an error. The second option is to manually create a rule
that does not depend on the values of the descriptive
attributes, and assigns the most frequent target attribute
value to the record.
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7. Classifying error calculation. The classification error is I1l. THE DEVELOPED SOFTWARE
calculated by using the equation (5): To evaluate the proposed algorithm, a specialised

_NpP
N

CE ) (5)

where NP — the number of incorrectly classified records;

N — the number of records in the test set;
CE — classification error.

1. Sort individuals by fitness in
descending order

A
2. Move the best individual X to the rule
set R

A
3. Exclude from a training set records that
are covered by an individual X

4.Check whether the

) . Yes,
topping condition is true?

No
v

5. Re-evaluate each individual, using the
records that remain in the training set

|
v

6. Classify the records in the test set using
the rules in the rule set R

!

7. Calculate the classification error for the
rule set R

End

Fig. 2. Processes in the second phase of the proposed algorithm
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application was developed in Microsoft Visual Studio 2010
environment, using the programming language Visual Basic
2010. The software implements the proposed genetic
algorithm and mines classification rules. The program loads
the information about the attributes from a *.csv file and loads
the datasets from the SQL Server 2008 database.

A number of specific tasks are implemented in the software
environment:

1. Applying the modified genetic algorithm to classification

rule mining;

. Loading the information on attributes from a simple file
in the *.csv format;
Loading the datasets from the SQL Server 2008 database
which stores the training and test sets;
Saving mined rules in a file;
Saving the classifier testing results in a file.

3.

4.
5.

The efficiency of the algorithm and the necessary
calculation time depends on the values of parameters defined
at the beginning of the rule mining. Thus, the values of
parameters are task specific. A user-friendly interface was
developed (see Figure 3) to ensure the ability to define values
for parameters and to follow the main process.

[# 2011. Anna Galinina - Bakalaura darbs

i~ Evolticija —
Individu skaits populacija: 100 Seed gadiuma sk. deneratoram;
Iterdciju skaits: [ 1000~ [ 50
7 Mutacijas operands —
Mutacijas varblitiba: IT
Mutgjoso génu skaits: ,T
— Krusto$anas operands
Krustoganas punkti: E
[~ Labako individu atlase
Individu skaits kopgsanai: IT

Individu skaits saglabasanai arhiva: 2

— Arhiva esoso individu atspogulojums

01011010111000001110100110111100000
11011001001001010110111110101111000
01101001001001110110111110101101000
11000100001010011100110111110111000
11100100000011011100110111110111000
11100100000011011100110111110111000

Fig. 3. User interface
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IV. THE MAIN DATASET AND DATA PRE-PROCESSING

The described algorithm was applied for solving the task,
issued in the international competition “Data Mining Cup” in
2010. The dataset contains information on individual
transactions of an online shop; the data include customer
descriptive data and purchased items. Initially, the dataset
contained 32428 records: 6051 record of class "1" and 26377
records of class "0". Each dataset entry was described with 33
attributes — 32 descriptive and one target attribute. The target
attribute was a discrete attribute, showing whether the
customer made another purchase within the next 90 days from
the moment of the present transaction. Descriptive attributes
contained both discrete and continuous attributes describing
different transaction parameters — whether the customer was a
new client or a registered one; sale and delivery dates;
payment method, type and weight of the product, etc.

Several continuous attributes were excluded from the
dataset, others were discretized and remained in the attribute
set together with other qualitative attributes. For example, the
weight of the purchased items cannot be used as numbers
(kilograms), as there will be problems in the data analysis
process, using the described algorithm. Therefore, the attribute
"weight" was divided into five categories from 1 — very
lightweight, till 5 — very heavy. One of the further researches
will include the modification of the described algorithm to
process not only attributes with a finite set of values, but also
continuous attributes. During the data pre-processing some
attributes were merged, and new attributes were created. An
example of attribute combinations: using the transaction date
and the user registration date, a new attribute was created,
showing whether the transaction was made by a new user or
by a user that had registered earlier. If the dates match, then
the attribute has value "1" — a new user, if not, then it will be
equal to "0" — a user that has registered earlier. The values of
the selected attributes were digitized and a vocabulary of the
values was formed. This step was included in data
pre-processing to simplify the algorithm evaluation process. A
set of attributes was chosen, where 13 attributes hold
descriptive data, and the 14™ was the target attribute.

The number of the class “0” records in the default dataset
was more than four times greater than the number of the class
“1” records. To lessen the impact of this inequality on the
classification result, the classes were aligned. All the 6,051
records of class “1” were copied, and the same number of
records of class “0” was randomly copied to the new dataset.
As a result, the new dataset with 12,102 records was formed,
having all records randomly sorted. The dataset was divided
into two subsets — 70% (8471 records) for a training set and
30% (3631 records) for a test set.

V.THE MAIN RESULTS

The efficiency of the proposed genetic algorithm was
evaluated using the developed software. In addition the data
mining tool Weka 3.6.4 [14] was used to evaluate other
classification algorithms — the rule mining algorithm JRip, the
decision tree classifier J48 and the naive Bayes classifier; and
to perform a comparative analysis with the genetic algorithm.
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The obtained results are summarized in Table I, where the
classification error and the number of generated rules are
given for each of the evaluated algorithms.

TABLE I
CLASSIFICATION RESULTS
Algorithm Classification Number of
9 Error extracted rules
1 J48 (Decision 43.73% 79
Trees)
2 | Genetic Algorithm 44% 2
3 JRip (Rule 45.25% 2
extraction)
4 Naive Bayes 45.83% -

The genetic algorithm has mined two rules. It was noticed
that for some attributes rules contain all values, in other words
— these attributes do not have any impact on the final result.
Thus, these attributes were removed from the rules. The
post-processed rules, mined with the genetic algorithm, are
shown in Figure 4. If the values of descriptive data of a client
match any of the rules found, then it is assigned class “0”,
which means that the client will not re-purchase within the
next 90 days.

Rule 1: Rule 2:

o

(Name ISNOT given)

Weight IS very

lightweight OR normal AND
OR heavy OR very v
heavy C Sale model =1 >
THEN AI‘\ID
v
Classify as “0” _Payment m_ethod IS
bill OR credit card OR
bank transfer
AND
v
@iscount was not usecD
\
AND

Weight IS very
lightweight OR
lightweight OR normal

AND

v
Transaction was made
using the WEB-page
I

THEN
v

Classify as “0”

Fig. 4. Classification rules mined with the genetic algorithm
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As can be seen, both rules classify clients that will not
repurchase within the defined period of time. To classify
clients that will re-purchase, a negative selection has been
applied — if no rules are activated, then the client is assigned
class “1”— the client will re-purchase within the defined
period of time.

The obtained results show that the number of rules mined
slightly affects the precision of the classifier. The decision tree
classifier J48 created 79 rules, which is 39.5 times greater than
the number of rules, created by the genetic algorithm or by
JRip algorithm. At the same time it gave the increase of
precision by 0.27% and by 1.52%, respectively, to GA and
JRip (see Table I). The larger number of rules may give better
results, on the other hand; it will make the classifier less
general and more specific to the dataset used for building the
classifier. Balance between precision and number of rules
should be found each time when building the classifier.

The best result for the genetic algorithm was obtained with
these parameters: population size — 100 individuals; mutation
probability — 0.3; the number of mutating genes 5;
application of two point crossover; use of the elitism — one
best individual each time was copied to the next population; in
each iteration 5 best individuals were copied to the archive
(without duplicates). From Table | it can be seen that the
genetic algorithm has a high error rate — 44%. At the same
time, the efficiency of the GA is at one level with other
algorithms evaluated on the same datasets, showing that the
genetic algorithm is efficient enough to be applied in
classification rule mining task.

VI.

The objective of this research was to study the classification
rule mining features of the genetic algorithm. Being an
evolutionary optimisation algorithm, the classification rule
mining is not the classical task to be solved with GA.

In the scope of the research, the idea of the GA was studied,
and it was concluded that the genetic algorithm has all the
necessary features to mine rules from statistical data. To
practically evaluate the GA in classification rule mining, the
classical GA was modified, a unique individual fitness
evaluation method was proposed, as well as an algorithm for
extracting the final rules set from the one created during the
evolution process was developed. To perform the practical
experiments, the specialised software was written.

The efficiency of the proposed GA-based rule mining
method was evaluated on the pre-processed Data Mining Cup
2010 dataset. Also, the efficiency of the other classification
algorithms — J48, JRip and Naive Bayes, was evaluated on the
same dataset. The results have shown that precision of the
genetic algorithm is at the same level with other algorithms
(see Table I). Comparing by precision and the number of rules
mined, the efficiency of GA is better than efficiency of other
algorithms. Having obtained these results, it can be concluded
that the genetic algorithm, at least, is not worse than the others
algorithms used and can be applied to mine classification rules
from statistical data.

CONCLUSIONS
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As a shortcoming of the proposed method, the capability of
processing only discrete attributes can be mentioned. The
main objective of future research is supposed to be the
modification of the presented algorithm in order to gain the
option of processing not only discrete data, but also
continuous data.
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Anna Galinina, Sergejs Parsutins. Klasifikacijas likumu ieguve ar genétiskajiem algoritmiem e-veikala klientu novérté$anai

Darba mérkis bija izpétit genctiska algoritma (GA) iespgjas, lai piemérotu klasifikacijas likumu ieguvei no statistikas datiem. Gengtiskais algoritms ir
evolucionaras optimizacijas algoritms un var bit pielietots vairakas sféras, tacu klasifikacijas likumu ieguve nav klasiskais uzdevums genétiska algoritma
pielietosanai. Darba izpétits GA darbibas princips un noteikts, ka genétiskajam algoritmam piemit visas nepiecieSamas ipasibas klasifikacijas likumu ieguvei no
datiem. Genétiska algoritma efektivitates praktiskajai novertéSanai klasifikacijas likumu ieguves uzdevuma, tika modificéts GA pamata algoritms un piedavata
metode individu piemérotibas novértésanai. lzstradata metode klasifikacijas likumu kopas veidosanai, izmantojot likumu kopu, kas atlasita ar genétisko
algoritmu.

Piedavata metode aprobéta ar ieprieks§ sagatavotu datu kopu, kuru izsniedza starptautiskaja konkursa Data Mining Cup 2010. Pielietojot izvél&to datu kopu, tika
novertéta ari efektivitate $adiem klasifikacijas algoritmiem: J48, JRip un Naive Baiyes. Rezultati paradija, ka genétiska algoritma precizitate atrodas viena limeni
ar citu izmantoto klasifikacijas algoritmu precizitati. Salidzinot algoritmu efektivitati ari péc ieghito likumu skaita, var secinat, ka piedavatais genétiskais
algoritms ir efektivaks par citiem algoritmiem. P&c ieglitajiem rezultatiem var secinat, ka piedavatais modificétais genétiskais algoritms nav sliktaks par citiem
izmantotajiem klasifikacijas algoritmiem un to var pielietot klasifikacijas likumu ieguvei no statistikas datiem. Par piedavata algoritma nepilnibu var minét to, ka
tas sp&j apstradat tikai kategoriskus atribiitus. Turpmako pétijumu mérkis bis nepartraukto atribiitu apstrades iespg&jas pievieno$ana piedavatajam genétiskajam
algoritmam.

Anna I'anbianna, Cepreii HapmyTnn. U3BiiedeHne npaBui KiaccH(pUKAIMH ¢ MOMOINbIO TeHETHYECKUX AJITOPUTMOB ISl OIIEHKH KJIMEHTOB HHTEPHET
Mara3mHa

Llenbro paboTHI ABISUIOCH U3y4eHHE BO3MOXKHOCTEH renernyeckoro anropurMa (I'A) mpUMEHHTEIPHO K M3BJICYCHHIO NPABHII KIACCHMUKALMU M3 HUMEIOLIHXCS
CTaTHCTUYECKHX JAHHBIX. ['A SABIISETCS HBOJIOLMOHHBIM aITOPHTMOM ONTHMH3ALIUH Pa3IHYHBIX PEIICHUH, TeM HE MEHee, H3BJIEUCHHUe NPABII U3 JaHHBIX HE
SIBIIICTCS KIIACCHYECKOH 3amaveil Julsl MPHIMEHEeHNs TeHeTHYEeCKOTo alropuTMa. B paMkax mpoBen€HHBIX MCClleoBaHUi ObLT M3ydeH NpHHIMN aeiictBust ['A u
YCTAQHOBJICHO, YTO TCHETUYECKHIT aITOPUTM 00J1a/1aeT BCEMH CBOICTBAMM, HEOOXOMUMBIMH UL H3BJICYEHUS IPABIIT U3 JaHHBIX. C IIEIbI0 IPAKTUYECKON OL[CHKN
I'A B pamKax pelIeHus! YIIOMSHYTOH 3a1aqn ObUT MOJH(HIMPOBAH OCHOBHOW alTOpHTM JeiicTBHs ['A ¥ IpemIoxkeH MeTo] OLeHKH IPUTOTHOCTH WHIUBHIOB.
Taxxe pa3paboTaH aropuT™ (GOPMHUPOBAHUS KOHEYHOI'O MHOKECTBA IIPABIJI HA OCHOBE OTOOPAHHBIX TeHETHUECKUM aJTOPHTMOM.

IpennoxeHHbIH MeTO/ OBLT OMPOOOBAaH HAa MPEABAPUTEIHHO MOATOTOBICHHOM MHOXECTBE JAHHBIX, HCIIOIB30BAaHHOM HA MEXIYHApOIHOM KOHKypce Data
Mining Cup 2010. Tax:xe Ha BEIOpAaHHOM MHOXKECTBE JaHHBIX ObLTa OleHeHa d((GEeKTHBHOCTh TAKHX aNrOpUTMOB Kiaccudukaimu, kak J48, JRip u Naive Bayes.
Pe3ynbTaThl OKa3ay, 9TO IO TOYHOCTH Kiaccudukamyu ['A HaxoquTcs Ha OJHOM YPOBHE C OCTaJbHBIMHU KiaccupukaTopamu. CpaBHHBas 3 (HEKTHBHOCTH 10
yuciy copMHUpOBaHHBIX MpaBuil, ['A Taroke okasaicst 6oee Y3QPEKTHBEH, HeXKEIN OCTAIbHBIC alrOPUTMBIL. VIMest TaHHBIC PE3yJIbTaThl, MOXKHO 3aKIIIOYUTh, YTO
HPEIOKCHHBII MOAN(UIPOBAHHBI TCHETUYECKUIT aJITOPUTM HE XYK€ OCTAIBHBIX HCIIOIB30BAHHBIX aITOPUTMOB M MOXKET OBITh MCHOJIB30BAH IS H3BJICUCHUS
IpaBmII KJIacCH(HUKAINK U3 JaHHBIX. HenocTaTkoM MpeiokeHHOTO ajlrOPUTMA SIBISETCS TO, YTO OH CIIOCOOEH 00pabaThIBaTh TOILKO KaTETOPHITHBIE aTpUOYTEL.
Llenmpro NanpHENRIINX NCCIIEOBAHMI CTAaHET YCTpaHEHHE JaHHOTO HEJOCTaTKa.
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