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Abstract — This article examines several data mining intelligence, data base management systems, statistics,

approaches that perform short time series analysis. The basis of
the methods is formed by clustering algorithms with or without
modifications. The proposed methods implement short time
series analysis when the numbers of the observations are not
equal and the historical information is short. The inspected
approaches are offered for solving complex tasks where statistical
analysis methods cannot be applied or their functioning does not
provide the necessary efficiency. The proposed methods are
based on grid-based clustering and k-means algorithm
modifications.
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l. INTRODUCTION

In statistics time series analysis process is based on
searching for relations in a longer period of time, analyzing
changes of values over time; as a result, the future values of
the object are predicted. These processes can be related to
variations of economic indexes, e.g., currency rate
fluctuations [1]. Similar processes are analyzed, e.g. when
determining tourist inflow for the next season [2] etc. All these
analysis processes are similar because they change system
parameters when environment functioning changes are made.
It is postulated that time series are stationary — the longer
observations of this system are, the larger the probability to
effectively discover the regularities is [3].

But in real life there are tasks that involve time series with
comparatively short length and it is almost impossible to find
the regularities using methods of statistical analysis. These
tasks include: product life cycle analysis [4], [5], e-service
analysis at the beginning of their introduction [6], analysis of
textile item sales when there is a wide range of products and
short product life expectancy [7], analysis of gene expressions
in bioinformatics [8] etc. Therefore it is important to create an
approach that would solve the problem of short time series
analysis when there are relatively few observations.

There are many different time series analysis methods.
These include a large variety of statistical models like
discriminant analysis and logic regression but the use of these
models is limited when the analyzed data is complex and non-
linear [9], but exactly situations like these are in real life
domains. Thus, machine learning methods are considered to
be more suitable to characterize these situations [10].

The goal of this article is to propose several alternative
solutions for tasks that involve short time series, using data
mining methods and algorithms. Data mining at this moment
is in the stage of growth and popularity because this field of
science is at the crosspoint of sciences like artificial
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bioinformatics, etc. All these science branches have to operate
with large amounts of data and this is where data mining
becomes useful in helping to acquire new unknown
knowledge with its methods and algorithms. This knowledge
includes searching for relations in short time series where data
mining methods and algorithms help in searching for
similarity or difference between them. Similarities and
differences are usually based on one of the measures or
metrics that are used for comparison of objects using specific
criteria.

Short time series describe a set of subsequent events that
are arranged in a specific time and order. The number of
periods in a short time series is small and is represented using
equation T={T(,T,,...,Tn}. Short time series analysis is done
with the goal of finding the structure of series and forecast
future values. The process of analysis includes finding time
series structures and relations that cover noisy, peak, seasonal
and cyclic values. To carry out data analysis in short time
series, it is crucial to ensure integrity of the studied objects.
Based on the specifics of a task the right data pre-processing
approaches have to be chosen in a way that provides
preparation of the initial data for data analysis process. In the
data analysis process, the most appropriate clustering
algorithm has to be chosen and in order to do so, it is
important to initially inspect a list of problems that can occur
in data analysis process. The attention should be paid to the
following processes:

e The complexity of parameter choice that serves as a base
for clustering;

The complexity of clustering method choice; it is
important to know the structure of methods and specifics
of their functioning to make the right decision;

The problem of choosing the number of clusters; if the
probable number of clusters is not known, it is important
to make a series of experiments searching the set of
possible cluster numbers and choosing the most
appropriate based on one of the clustering performance
evaluations;

The problem of clustering result interpretation; the shape
of clusters is determined by the choice of merging
technique; but it should be considered that specific
clustering methods tend to form clusters of different
shapes that cannot be used in particular tasks, e.g., if the
clusters overlap and a small region of object space is
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saturated because these shapes can make a wrong
impression of clustering results.

A. Clustering of Short Time Series with Different Lengths

There are tasks related to processing of short time series
with different lengths like forecasting of new electronic
services. Electronic services are accessed using Internet and
browsing tools. The historical request information of the used
services is stored for future data analysis. When a new service
is introduced, it is important to know its demand, e.g., in its
first days or a month. An important step in these tasks is the
data pre-processing because the data available in the short
time series holds historical information of different lengths,
see Fig. 1. To perform an adequate short time series analysis it
is necessary to transform time series. The transformations
provide the modification of time series making the beginning
of the analyzed data even, see Fig.1. As a result of the
transformations the meaning and structure of data is changed.
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Fig. 1. Data transformations

Data clustering can be implemented using the k-means
algorithm [11] and [12] or a modified grid-based clustering
method [4]. To use grid-based clustering method for time
series with different lengths, they should be transformed to
form pairs, i.e. the excess periods at the end of the time series
should be dismissed, see Fig. 2. To form a clustering grid, it is
necessary to choose a number of clusters, e.g., consisting of
nine clusters or a field of size 3x3. Then grid size is to be
computed using mathematical functions floor (-3,01) = -4 and
ceiling (1,30) =2 correspondingly for the minimum and
maximum values of the data set, see Table I values in bold.
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Fig. 2. Period alignment in pairs

TABLE |
NORMALIZED DISTANCES OF DEMAND DATA SET
1D T1 T2 T3 T4 T5 T6
1 -0,88 1,30 0,79 -1,08
2 -1,77 -2,19 -1,81 -1,27 -1,11 -1,20
3 -3,01 -1,75 -0,74 0,36 0,46 0,51
4 -1,12 -1,06 -1,06 -1,04
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The size of the clustering grid is set on the basis of the
obtained results; when merging time points of each data set
object by twos ID1=T1 and T2; T3 and T4; ID2=T1 and T2;
T3 and T4; T5 and T6 etc. gives the value represented in the
clustering grid that is constructed in two-dimensional space as
a point, see Fig. 3. Numbers in the right-hand bottom corners
represent the number of the corresponding cluster.
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Fig. 3. Placement of pairs in a clustering grid

To continue with the time series analysis it is necessary to
reduce grid-based clustering results to a sequence of cluster
numbers with discrete values and to align the lengths of time
series. The new values with cluster numbers are depicted in
Table 11 and the free spaces are filled with ,,0” values initially
appending letter ,,C” to all values. If the initial maximum
number of periods in a time series was six, after reducing the
results it only consisted of three blocks.

TABLE Il
NUMBERS OF BLOCKS REDUCED AS A RESULT OF CLUSTERING
ID Bl B2 B3
1 Cc2 C6 Co
2 C8 C5 C5
3 C4 C2 C3
4 C5 C5 Co

The proposed approach can also be implemented using the
k-means algorithm. The classification algorithm is chosen
using experiments that determine the mean absolute, the mean
squared and the total error of clustering [9]. Clustering
algorithm divides short time series into groups based on one of
the metrics between the analyzed time series. Based on the
obtained block numbers and the aligned length of the time
series it is possible to run further data analysis, e.g.,
classification to find new knowledge and relations. Similar
approaches were used for solving product life cycle transition
phase problems related to product being in different stages of
development [13].

B. Short Time Series Clustering Using Profiles

There are tasks where object life has seasonal features and
that cannot be solved using classic time series analysis
methods because the object is in market for approximately
three to nine months. This type of task is solved in the fashion
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industry when selling famous clothing brands. A product is
marketed for a certain period of time — a season, and then
withdrawn from the turnover. This type of product does not
have historical data that can serve as a basis for long-term
forecast because the form, type, colour, fabric and other
parameters change from one season to another. When solving
this or similar tasks the pattern an analyst is looking for is a
demand profile of the product representing the behaviour of
the product or product group in a certain period of time. The
profile describes the mean values of a group or cluster at each
moment of time.

Data pre-processing consists of normalization using life
curve [7] that ensures neutralization of dominating values and
whose efficiency was experimentally proven by [14]. The
basis of the approach is data clustering that builds profiles
based on the found object groups using a modified k-means
algorithm. The merge of short time series into groups or
clusters is carried out based on comparison of curve structures
at each moment of time using a distance metric [11],
see Fig. 4. The chosen metric is Euclidean distance [12]
because some comparative studies on metrics [15] show that
there is no significance in the chosen metric because the
difference is trivial and it practically does not influence the
results of clustering.
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Fig. 4.Comparing short time series

As a result of k-means clustering algorithms modification, a
variable — maximum number of clusters, was introduced; it is
calculated as v/n, where n — number of records in the data set.
This variable increases the efficacy of the algorithm by
reducing the number of iterations required to cluster a data set.
The classic k-means algorithm continues its work until finding
the distance between every object and the center of a cluster or
centroid. Then the most appropriate number of clusters for
data set clustering is determined using mean absolute error
(MAE) that is calculated using equation (1):
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where
dy1-d,, — the distance between the corresponding object and
centroid;
Ch — number of records in the cluster;
C, — number of clusters.

Based on calculations using equation (1) and the assumption
that the experiments were carried out using 10 clusters, the
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obtained mean absolute error results of clustering, see Fig.5.,
show that the most appropriate number of clusters to describe
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Fig. 5. Determining the most appropriate number of clusters using MAE
evaluation

that data set is five because the minimum clustering error was
achieved at this number of clusters. After determining the
memberships of objects, a profile is made for each cluster, see
Fig. 6, that characterizes the mean values of demand at each
time point. The obtained profiles can serve in the further data
analysis as value scale for the particular group of objects that
was found in the clustering process in a particular period of
time. These prototypes can be used to easily make future
forecasts for a new product or a product group, e.g., using
classification algorithms.

The prototype

The norssalbved demanid

Fig. 6. Construction of a prototype (bold line) in a cluster

C. Clustering of Short Time Series in Medical and
Pharmacological Tasks

This approach provides processing of short time series
when analyzing behaviour of heart contraction force in a
certain period of time. In medicine this method can be used in
cardiology to cure heart ischemia by analyzing changes in
heartbeat when a specific period of time has passed after
introducing a stimulating substance. Similar tasks are solved
in pharmacology when analyzing laboratory examination data
for a research; like data obtained in a model of isolated heart
ischemia - reperfusion [16], [17] using Wistar rats that were
fed the studied substances for a certain period of time. The
aim of this research was to assess the efficiency of the studied
substances in heart cell protection from ischemic - reperfusion
damages by determining the size of the heart necrosis
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(necrotic tissue). The isolated heart experiments can be
conditionally divided into three stages: heart adaptation period
lasting for 20 minutes when a probe is inserted into the
isolated heart to measure heart contraction power and heart
rhythm; occlusion — the banding of the downward coronary
artery lasting for 40 minutes; reperfusion — unfastening of
blood vessels that lasts for 120 minutes. Heart contraction
power and heart rate are registered in the occlusion stage using
specific medical apparatus that records data with 60 second
intervals, see Fig. 7. As a result of data selection, the obtained
data set holds time series consisting of heart contraction power
readings at 40 time points.

Fig. 7. Registering heart contraction power in the isolated heart experiment

The used equipment provides dismissal of noisy values and
calculation of mean values after each period of time. The
values of the acquired data set are time series but due to the
length of observations being too short and inconsistent these
values are called short time series. When analyzing short time
series (continuous data) it is practically impossible to
determine functional relations of the process in them therefore
this type of tasks are considered difficult to formalize and
cannot be solved using classical statistical methods, thus data
mining methods and algorithms are suggested.

Data pre-processing is based on time series selection and
data normalization. In data selection process the first and the
last of the selected time series values are dismissed because
they can hold faulty readings related to tying and untying of
the coronary arteries. Data normalization can be implemented
using various approaches, e.g. normalization using life
curve [7] or Z-estimate normalization with standard deviation
that is calculated using equation (2):

. T;-T;
T, = EC-"r >
i
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where T_i— value of the time series T at the moment i;

T; _ mean value of the time series;
??7,— standard deviation.

As a result of data pre-processing, short time series with equal
length and number of periods are selected see Fig. 8. These
time series are cleared of noisy values and normalized. During
the process of clustering, groups of similar objects called
clusters are found. Clustering can be implemented using k-
means, modified k-means [14], maximum likelihood [18] or
agglomerative hierarchical algorithms [12]. Only a complex
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verification of the proposed clustering algorithms at different
numbers of clusters can determine the most appropriate
clustering approach and the optimal number of clusters to
describe the data set.
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Fig. 8. Data analysis process

It is necessary to scrutinize the obtained clustering results and
evaluate the impact of the induced clustering error on the
acquired results.

I ANALYSIS AND EVALUATION OF
CLUSTERING RESULTS

After clustering of a data set the results should be analyzed
to answer the following questions:

o Are the created clusters essential or accidental?

e Is the division stable and reliable?

e Are there relationships between clustering results and

variables that were not recognized in clustering?

e Avre the obtained results interpretable?

The acquired clustering results have to be evaluated using
formal and informal methods. The formal methods are built
upon structure of the algorithm used in the clustering; but
informal include classification performance assessment like:

¢ Result analysis using training and test data sets;

o Cross-validation;
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e Clustering data set with changed succession of
observations;

o Clustering the data with some records excluded,;

e Clustering few records.

To improve the validity of the results, several of the
mentioned clustering evaluation methods should be used when
comparing the results. If, however, several clustering result
evaluation methods are not used, it does not point to the
incorrectness of the obtained results. The use of several
approaches and the comparison of results are considered to be
an indication of qualitative clustering.

There are also many problems associated with cluster
analysis. Just as any other method, clustering approaches and
algorithms have their weaknesses and restrictions. For
example, when carrying out clustering, one must remember
that reduction of data dimensionality can cause noise and
divest some characteristics of objects.

V.

The short time series clustering approaches investigated in
the article provide division of the analyzed data into clusters
when solving various practical tasks. The used pre-processing
approaches show that data can be qualitatively prepared for
clustering process by implementing data cleaning,
transformation and normalization processes.

Clustering data with time series of uneven length enables
solving of specific tasks with a small amount of historical
information. The alignment of short time series lengths using
coupled merging method, data transformation and
discretization allows clustering observation values that could
not be clustered using classic data analysis methods that are
not designed to analyze short time series with different
numbers of periods. The discretization proposed in the
approach provides wider range of used methods, e.g., the
obtained results can be further processed using classification.

The approach that is based on prototype construction can be
used as a basis for forecasting system that determines the
demand prognosis of a new product for next periods, e.g., 12
months. The acquired forecast that is presented as a prototype
helps decision makers to make a decision when ordering new
products because the graphical representation of the prototype
is easy to perceive and interpret. The proposed approach does
not involve complex calculations and the obtained results are
easily interpretable for users.

The clustering approach designated for solving medicine
and pharmacology tasks implements heart contraction power
analysis. This approach is distinct because of the specific
equipment used in data acquisition and pre-processing
dismissing noisy values. This approach shows that selection of
short time series in a specific period of time is possible and it
depicts heart rate of a patient or an animal in period of
occlusion. On the basis of the pre-processed values it is
possible to implement data preparation for further analysis —
clustering. The clustering algorithms mentioned in this article
can be used to carry out the clustering process. In this task it is
also important to determine the most appropriate number of
clusters required for data clustering.

CONCLUSIONS
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V.

The planned future research is related to comparison of the
proposed approaches to methods used in statistics like
exponential smoothing, exponential smoothing with trend,
forecasting with weighted average and the moving average
method. This comparison is necessary to prove the preferential
of data mining methods in short time series analysis
employing the used data sets.
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Arnis Kir$ners, Arkadijs Borisovs A. Isu laika rindu apstrade ar datu ieguves metodém

Raksta tiek aplukotas vairakas datu ieguves pieejas, kas realizé Tsu laika rindu apstradi. MetoZu pamata ir izmantoti klasterizacijas algoritmi ar vai bez
modifikacijam. Piedavatas pieejas risina Tsu laika rindu analizi pie nevienada noverojumu skaita un pie isas vésturiskas informacijas. Apliikotas pieejas tiek
piedavatas sarezgitu uzdevumi izpildei, kur nav iespgjams pielietot statiskas analizes metodes vai ari to izmantoSana ir neefektiva. Piedavatas pieejas balstas uz
klasterizacijas rezga un k-vidéjo algoritmu modifikacijam. Pie nevienada laika rindu garuma tiek aplukota klasterizacijas pieeja, kas izlidzina laika periodus ar
datu transformicijas palidzibu, apvienojot tos paros un diskretizgjot para vértibas, ka ar aizstajot trikstodas lauku vértibas. Sada veida uzdevumi ir pielietojami,
analiz&jot nepiecieSamibu ieviest jaunu interneta pakalpojumu iedzivotaju vidi vai analiz&jot produkta dzives cikla parejas fazi. Isu laika rindu klasterizacija ar
paraugmodela izveidi klasteros realizé pieprasijuma prognozéSanas uzdevumus, nosakot vésturiskos pieprasijuma datos lidzigas objektu grupas, uz kuru bazes
tiek veidoti paraugmodeli. Balstoties uz paraugmodeliem, var uzskatami interpretét atrastas objektu grupas uzvedibu noteikta laika posma. Iegiitie paraugmodeli
ir pielietojami prognozésanas uzdevumos, nosakot jauna produkta iespg&jamo pieprasijumu nakotné. Pieejas pamata, kas realize Tsu laika rindu apstradi medicinas
un farmakologijas uzdevumu risinasana, ir sirds kontrakcijas speka rezultatu analize, kas iegiita medicinas vai farmakologiskajos laboratoriskajos pétijumos, lai
atrastu lidzigas objektu grupas to talakai izmantoSanai datu analizes procesa. Piedavata pieeja realiz€é datu apstradi no specializétas mediciniskas aparatiiras,
veicot laika periodu atlasi, izveidojot laika rindas, kuras ar datu ieguves pirmapstrades metodeém tiek sagatavotas klasterizacijas procesam. Klasterizacijas procesa
tiek atrastas lidzigas objektu grupas un noteikts optimalakais klasteru skaits datu kopas klasterizacijai. Tiek sniegti ieteikumi, kas janem véra, klasteriz&jot Tsas
laika rindas un veicot ieglito rezultatu noveértgjumu.

Apnuc Knpmnepe, Apkaanii Bopucos. O0padoTka KOPOTKHX BPeMEHHBIX PAI0B METOAAMM 100bINH JAHHBIX

B cratee paccMartprBaeTcs HECKONBKO METOZOB JIOOBIUM 3HAHWH W3 JaHHBIX, NpEIHA3HAUYEHHBIX JUI 00pabOTKM KOPOTKMX BPEMEHHBIX psAloB. B ocHoBe
METO/IOB JI)KAT AITOPHTMBI KiacTepusaluy ¢ MopudukamusMi 1 6e3 Hux. IlpeiuraraemMbie METOABI BBIMONHSAIOT aHAIW3 KOPOTKUX BPEMEHHBIX PSIJIOB IPU
Pa3IMYHOM KOJIMYECTBE HAOIIOICHNT BO MHOXKECTBE JAHHBIX U KPaTKO# HCTOpHYEcKoil nHpopMalmu. [IpeaokeHHbIe HOIX0/bI PELIAIOT CIOKHBIC 3aa4Ht, I/e
HEBO3MOXKHO HCIIONB30BaTh METOJBI CTATHYECKOTO aHAM3a WM WX TpHUMEHeHHe He sBiserca 3¢dektnBHBIM. IIpemnokeHHbIE TOAXOBI OCHOBAHBI HA
MoqupUKAIMAX TAKUX aITOPUTMOB KJIACTEPHOrO aHamu3a, kak K-means u grid-based clustering. IIpu pasnnuHoil [1iMHE BPEMEHHBIX PSIIOB NPUMEHSIETCS METOJL
KJIaCTEePH3ALiH1, KOTOPBIil BBIPABHUBACT MEPHO/bI BPEMEHHU C HOMOIIBIO Pe0Opa3oBaHUs JaHHBIX. BpeMeHHBIC Ps/IbI ACTATCS HA KOPTEKHU, COCTOSIIHUE U3 IBYX
CMEXHBIX 3HaUCHHI, ITOCTIe 9ero MPOUCXONT KIIACTEPU3AINS KOPTEkKei 1 KaXKIbli KOPTEXK 3aMEHAETCS HOMEPOM OJIMKaiIIero KiacTepa, TEM CAMBIM BBITTONHSSA
JIICKPETU3ALNI0 BPEMEHHBIX PI0B. BpeMeHHOI! psin TOBOAUTCS 10 HEOOXOMMMOW JUTHHBI, OCHIE JUCKPETU3ALNN 3aIl0NHssI HEAOCTAIONME 3HAYCHHS YCIOBHOM
KOHCTaHTOM. JIaHHBIH MOAXOA MOKHO IPUMEHHTH IIPH PEIICHUH 3aa4K IPOTHO3UPOBAHU cripoca. [IpH moMoIIH KI1acTepu3aliil KOPOTKHX BPEMEHHBIX PSIIOB B
HCTOPHUYECKHX JAHHBIX, BBISBIICHHBIC TIPOTOTHIBI TIPUMEHSIOTCS JUISl HHTEPIIPETAIINH TIOBEICHHS CXOXKHMX OOBEKTOB HA ONpEJIETICHHOM IPOMEXYTKE BPEMEHH,
HalpuMep, BBIABISS MOTCHIMANBHBIA CIPOC HAa HOBBI MPOAYKT B OyayiieM. [Ipemnaraemblii moaxox o06pabOTKH KOPOTKMX BPEMEHHBIX PSIOB TAKXKE MOXKHO
IPUMEHUTHh IS AHAIW3a JaHHBIX W3 MEJHUIMHBI M (DApMaKOIOTHM, HANpUMep, NAHHBIX O CHJIC CEPACYHBIX COKPAIICHMIl, MOIydEHHBIX B J1abopaTopuu
MEINIMHCKIX MM (hapMaKoJIOTHIECKHX MCCIIeI0BAHNU, C IENbIO BBISBUTH 3aKOHOMEPHOCTH M C)OPMHPOBATH MPOTOTHITHI [T MX JaTbHEHIIEro NCHOIb30BaHAS
B TIpoOllecCe aHalM3a HOBBIX JaHHBIX. IIpemnaraemblii TOAXox peanusyer 00pabOTKY JaHHBIX, MOIYyYEHHBIX C INPHMEHEHHEM CIICIHaM3HPOBAaHHOTO
MEIUIMHCKOTo 00opynoBanus. OTOMPAIOTCS MEePUObl BPEMEHH M (POPMHUPYIOTCS KOPOTKUE BPEMEHHBIE PSJIbI, KOTOPBIE Jajiee MOABEPraloTcs NpenoopadoTke
nepe]; mporeccoM kiacrepusanuu. CHopmMyampoBaHel peKOMEHAALNHN, KOTOPBIE CIeyeT yYUTHIBATh MPH KJIACTEPHU3aIMH KOPOTKIUX BPEMEHHBIX PAJIOB, TIPOBOASL
aHAJIM3 OLIEHKH MOJTyYEHHBIX PE3y/IbTaToOB.
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