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Abstract – Time series of earth observation based estimates of 

vegetation inform about variations in vegetation at the scale of 

Latvia. A vegetation index is an indicator that describes the 

amount of chlorophyll (the green mass) and shows the relative 

density and health of vegetation. NDVI index is an important 

variable for vegetation forecasting and management of various 

problems, such as climate change monitoring, energy usage 

monitoring, managing the consumption of natural resources, 

agricultural productivity monitoring, drought monitoring and 

forest fire detection. In this paper, we make a one-step-ahead 

prediction of 7-daily time series of NDVI index using Markov 

chains. The choice of a Markov chain is due to the fact that a 

Markov chain is a sequence of random variables where each 

variable is located in some state. And a Markov chain contains 

probabilities of moving from one state to other. 
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I. INTRODUCTION

Human activities affect ecosystems, including the natural 

vegetation cover. Vegetation cover change is an important 

factor that affects ecosystem condition and function. A change 

of vegetation cover may have a long-term impact on 

sustainable food production, freshwater and forest resources, 

the climate and human welfare. Documenting changes 

occurring in vegetation cover at periodic intervals is very 

important to providing information about the stability of 

vegetation. 

The use of satellite-based remote sensor data has been 

widely applied to provide a cost-effective means to develop 

land cover coverages over large geographic regions. 

Vegetation cover is an evident part of land cover. Change 

detection has become a widespread application of remotely 

sensed data because of repetitive wide coverage, short revisit 

intervals and good image quality. Change detection is the 

process of identifying differences in the state of an object or 

phenomenon by observing it at different times. The main 

prerequisite of using remote sensing data for vegetation 

change detection is that changes in land cover result in 

changes in radiance values, and changes in radiance due to 

land cover change are large with respect to radiance change 

caused by others factors, such as differences in atmospheric 

conditions, differences in soil moisture and differences in sun 

angles [1]. 

Vegetation indices calculated from satellite images can be 

used for monitoring temporal changes associated with 

vegetation. Vegetation indices (VIs) are combinations of 

digital numbers (DNs) or surface reflectance at two or more 

wavelengths designed to take out a particular property of 

vegetation. Each of the VIs is designed to emphasise a 

particular vegetation property. Analysing vegetation using 

remotely sensed data requires knowledge of the structure and 

function of vegetation and its reflectance properties. This 

knowledge enables the linking of vegetative structures and 

their condition to their reflectance behaviour in an ecological 

system of interest [2]. The normalised difference vegetation 

index (NDVI) is developed for estimating vegetation cover 

from the reflective bands of satellite data. The NDVI is an 

indicator that quantifies the amount of green vegetation. Past 

studies have demonstrated the potential of using NDVI to 

study vegetation dynamics. The NDVI data layer is defined as:  

)/()( RNIRRNIRNDVI  , (1) 

where NIR represents the spectral reflectance in near-infrared 

band and R represents red band. Greener and dense vegetation 

has low red light reflectance and high near-infrared 

reflectance, and thus high NDVI values. The NDVI real 

values, by definition, would be between −1 and +1, where 

increasing positive values indicate increasing green 

vegetation, but low positive values and negative values 

indicate non-vegetated surface features such as water, barren 

land, rock, ice, snow, clouds or artificial materials [3]. The 

NDVI has also the ability to reduce external noise factors, 

such as topographical effects and sun-angle variations. When 

analysed through time, NDVI can reveal where vegetation is 

thriving and where it is under stress, as well as changes in 

vegetation due to human activities such as deforestation, 

natural disturbances such as wild fires, or changes in plant 

phenological stage. Therefore, the NDVI index is an 

important variable for vegetation forecasting and management 

of various problems, such as climate change monitoring, 

energy usage monitoring, managing the consumption of 

natural resources, agricultural productivity monitoring, 

drought monitoring and forest fire detection. 

Time series analysis of remotely sensed data, as shown 

earlier, has gained special attention supported by availability 

of wide-coverage, high temporal satellite data. NDVI time 

series data have been employed to predict the NDVI variable 

beyond the time span. Box-Jenkins methods, including 

univariate autoregressive integrated moving average (ARIMA) 

models, are widely used for univariate time series forecasting, 

also for the NDVI time series [4]. However, these models are 

parametric. Markov chains are used in this study as an 

alternative to Box-Jenkins methods. 
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II. STUDY AREA AND DATA ACQUISITION 

A. Study Area 

Ventspils Municipality is located in the western part of 

Courland, Latvia, with total area of 2 472 km2 (Fig. 1). 

 

Fig. 1. Location of the Ventspils Municipality. 

One pixel (Fig. 2) from Ventspils Municipality images was 

selected as a test site. 

 

Fig. 2. Test pixel in Ventspils Municipality. 

Test pixel size is 250 m x 250 m. The climate at the test site 

is determined by a temperate climate zone with significant 

maritime features. Approximately half of the area is covered 

by forests. Latvia lies on the border between two different 

forest types: the northern coniferous zone and the broad-

leaved trees of the temperate zone, so the tree species, 

characteristic of the both forest types, can be found in the 

landscape. 

B. NDVI Data Set 

This study explored the use of multi-temporal MODIS 

Terra NDVI composite data with spatial resolution 250 m and 

produced on 7-day intervals (Fig. 3). Data were obtained from 

data service platform for MODIS vegetation index time series 

processing at BOKU, Vienna [5]. The used data were 

smoothed and gap-filled using the Whittaker smoothing 

algorithm with smoothing parameter λ = 15 and two filtering 

iterations [6]. Iterative filtering was used, because undetected 

clouds and poor atmospheric conditions decreased the 

observed NDVI values. 

 

Fig. 3. MODIS Terra NDVI satellite image. 

The NDVI data set consists of 814 smoothed NDVI images 

obtained every 7 days over 14 years. NDVI values of these 

images were obtained for corresponding pixel and used as 

NDVI time series observations (Fig. 4).  

 

Fig. 4. Smoothed NDVI time series from 18 February 2000 to 27 July 2015. 

The NDVI time series data provide a seasonal trajectory – 

time series show pronounced seasonal oscillations, which 

correspond to the vegetation phenological cycles where 

maximum NDVI values are observed between May and 

August. Variations in the NDVI values are seen to be −0.0050 

to 0.9109 units. NDVI trends are not always monotonic but 

can change. A positive trend can change, for example, into a 

negative one and reversely. 
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III. MARKOV CHAINS 

Many decisions are accepted within the context of 

randomness. In order to calculate, understand, and predict the 

effects of randomness, one special type of stochastic process 

called a Markov chain is introduced in this paper [7]. Markov 

chains are usually used in modelling many practical problems 

and are useful in studying the evolution of systems where the 

state of the system in any particular period cannot be 

determined with certainty [8]. They are also effective in 

modelling time series. If a Markov chain can model the time 

series accurately, then good predictions and optimal planning 

in a decision process can be made [9]. 

Assume that there is a sequence of discrete states. From this 

sequence, we can calculate transition probabilities between the 

two states [10]. Simple Markov chain is a random process that 

undergoes transitions from one state to another on a state 

space. It must possess a property that is usually characterised 

as "memorylessness": the probability distribution of the next 

state depends only on the current state rather than the 

sequence of events in past. The stochastic process X = {Xn;  

n = 0, 1, …} with discrete state space S is a first-order 

discrete-time Markov chain if the following holds for each j ∈ 

S and n = 0, 1,…, N: 

 }|Pr{},...,|Pr{ 1001 nnnnnn iXjXiXiXjX       (2) 

for any set of states i0,…,in in the state space [11]. The 

possible values of Xi come from a finite or countable 

set S called the state space of the chain. Equation (2) is a 

mathematical statement of the Markov property. Furthermore, 

the Markov chain is said to have stationary transition 

probabilities if: 

 }|Pr{}|Pr{ 101 iXjXiXjX nn   .  (3) 

As the probabilities are stationary, the only information 

needed to describe the process is the initial conditions: the 

one-step transition probabilities. A square matrix is used for 

the transition probabilities and is often denoted by the capital 

letter P:  
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where, 

 }|Pr{),( 01 iXjXjiP  ,  (5) 

and r is the number of states. Since the matrix P contains 

probabilities, it is always nonnegative and the sum of the 

elements in each row equals one. Any nonnegative matrix 

with row sums equal to one is called a Markov matrix. 

Transition probabilities are used to describe the manner in 

which the system makes transitions from one period to the 

next. It helps us to determine the probability of the system 

being in a particular state at a given period of time. 

IV. EXPERIMENTAL PROCEDURE 

The aim of this experiment is to investigate the capability 

and accuracy of Markov chains in the NDVI time series 

forecasting when states are used that include only NDVI 

values without exogenous variables. This experiment shows 

how much information about future values of a NDVI time 

series current values of a NDVI time series contain. At the 

first stage, values of NDVI index of every NDVI image pixel 

were calculated and the NDVI time series was created. The 

second stage employed a Markov chain for time series 

modelling and forecasting.  

The data set was divided into two sets, training and testing 

data sets by 85/15 principle, namely, 85 % of the NDVI data 

(a total of 692 observations) were used as a training data set 

and the remaining NDVI data (a total of 122 observations) 

were used as a testing data set.  

The values of NDVI index can be classified into 10 possible 

states S = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10). NDVI values are 

expressed as: 

 The first state (NDVI value ≤ 0);  

 The second state (0 < NDVI value ≤ 0.1);  

 The third state (0.1 < NDVI value ≤ 0.2);  

 The fourth state (0.2 < NDVI value ≤ 0.3);  

 The fifth state (0.3 < NDVI value ≤ 0.4);  

 The sixth state (0.4 < NDVI value ≤ 0.5);  

 The seventh state (0.5 < NDVI value ≤ 0.6);  

 The eight state (0.6 < NDVI value ≤ 0.7);  

 The ninth state (0.7 < NDVI value ≤ 0.8);   

 The tenth state (0.8 < NDVI value ≤ 1). 

We use a confusion matrix (or an error matrix) to measure 

prediction errors. Each column of the confusion matrix 

represents the instances in a predicted state while each row 

represents the instances in an actual state. Overall prediction 

accuracy can be calculated by [9]: 
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In (7) n is a size of train data, ŷ is a predicted state, but y  is 

an observed state.  

V. RESULTS 

Calculated one-step transition probabilities are summarised 

in Table I and a confusion matrix is given in Table II. 

https://en.wikipedia.org/wiki/Countable_set
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TABLE I 

ONE-STEP TRANSITION PROBABILITIES 

State 1 2 3 4 5 6 7 8 9 10 

1 0 1 0 0 0 0 0 0 0 0 

2 0.0012 0.8427 0.1461 0 0 0 0 0 0 0 

3 0 0.2857 0.3810 0.3333 0 0 0 0 0 0 

4 0 0.0217 0.2609 0.3913 0.3261 0 0 0 0 0 

5 0 0 0.0143 0.2143 0.5571 0.2143 0 0 0 0 

6 0 0 0 0 0.1818 0.6104 0.2078 0 0 0 

7 0 0 0 0 0.0244 0.1829 0.5854 0.2073 0 0 

8 0 0 0 0 0 0 0.2179 0.5897 0.1923 0 

9 0 0 0 0 0 0 0 0.1087 0.7971 0.0942 

10 0 0 0 0 0 0 0 0 0.1912 0.8088 

TABLE II 

A CONFUSION MATRIX 

 Predicted  

 

 Predicted 

1 2 3 4 5 6 7 8 9 10 

A
c
tu

a
l 

1 0 0 0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 0 0 0 0 

3 0 0 6 2 0 0 0 0 0 0 

4 0 0 2 2 2 0 0 0 0 0 

5 0 0 0 3 8 4 0 0 0 0 

6 0 0 0 0 5 21 3 0 0 0 

7 0 0 0 0 0 4 15 3 0 0 

8 0 0 0 0 0 0 4 5 2 0 

9 0 0 0 0 0 0 0 3 7 3 

10 0 0 0 0 0 0 0 0 4 14 

The overall prediction accuracy of the proposed model is 

r = 0.6393. It means that 63.93 % of the states are predicted 

correctly. 36.07 % of the states are predicted incorrectly; 

however, as seen from Table II, these incorrect states are 

predicted either one state higher or lower in relation to the 

correct value of the state. 

VI. CONCLUSION 

In this paper, one-step-ahead prediction of the normalised 

difference vegetation index (NDVI) data recorded by satellites 

over Ventspils Municipality in Courland, Latvia, were 

obtained using a Markov chain. The Markov chain prediction 

method is purely a probability forecasting method as the 

predicted results are probability of a certain state of NDVI 

values in the future. This study showed how the Markov 

model fitted the data and its ability to predict future values due 

to its memoryless property and random walk capability. Each 

state could be achieved directly by every other state in the 

transition matrix, consequently giving satisfactory results with 

overall prediction accuracy 0.6393. Overall prediction 

accuracy can be higher if states that are more complex will be 

used. These states can include information about time series 

direction or exogenous variables that well correlated with 

NDVI index. 
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