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GENERAL THESIS DESCRIPTION 

Introduction and Research Topicality 

In today’s rapidly changing urban environment, transportation engineers 
should be able to effectively estimate the planned transport infrastructure changes 
caused by the growth of transport flow intensities, and the new building 
construction and functional changes in the existing buildings. Transport travel 
demand model (TDM) is used to represent the selections of traveller trips. The 
representation of trip selection is influenced by different transport system 
characteristics such as traffic intensity, geometry of crossroads, the area and 
functionality of a building object, utility, social-economic indicators, etc. 
Transport travel demand models allow one to estimate future traffic changes after 
the changes in the functionality of a building object has been made and to identify 
the potential bottlenecks of transport system. Based on the model simulation 
results, transport planners can conclude about the effectiveness of transport 
solutions before they have been implemented. In spite of the variety of existing 
transport travel demand models [7], [20], [24], [80], [83], [93], [103], [104], [155], 
choosing a suitable transport travel demand model and methods to build the 
simulation model for transport impact analysis is still a challenging issue. The 
selected transport travel demand model should be easily transferable among 
territories, cost effective, and able to estimate the trip behaviour of separate 
travellers during the travel [24], [47], [126], [134].  

The doctoral thesis contains a research on transport travel demand model 
development approach based on machine learning and simulation methods for 
transport impact analysis. Special attention in the simulation model is paid to the 
stages of transportation mode choice and generated transport trip number 
determination. The transport generated trip number is defined using the 
information systems that are based on regression equations. The known 
information systems contain the measurements about isolated territories that are 
not surrounded by pedestrian infrastructure and public transport; the building 
object has just one function, or a small amount of measurements is available. As 
a result, the transport generated trip number is measured either too high or too 
low. The present Doctoral Thesis provides an analysis of the usage of smart 
growth methods in the determination of transport generated trips aimed to ensure 
that generated transport trips are closer to the transport system under observation. 
However, when determining the selection of transportation mode in a trip-based 
transport travel demand model, the traveller’s preferences in the selection of the 
transportation mode are not taken into account, because transportation mode 
choice is based on random utility maximization. It leads to a limited traveller trip 
behaviour analysis and does not fully provide the opportunity to evaluate transport 
infrastructure changes. In the research conducted within the Doctoral Thesis, the 
task of transportation mode choice has been completed using data mining methods 
and a decision tree algorithm that have flexible structures suitable for representing 
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the relationships between the categories of transportation modes and do not 
require any knowledge about the initial specific model data structure. 

The last stage of the transport travel demand model is model validation that 
includes verification and calibration. Transport travel demand model validation 
and calibration are usually done during its development so as to make sure that in 
the process of development in the particular stage the simulation results satisfy 
the initially defined terms and requirements. The Thesis summarizes the 
definitions of transport travel demand model validations, verifications and 
calibrations used by different researchers [26], [41], [54], [92] which point that 
there is no single unified definition for each meaning. In order to check whether 
the simulation model corresponds to the observed transport system, validation, 
calibration and verification are commonly made separately, though some 
researchers [26] include simulation model verification in the validation stage. The 
selection of simulation model calibration parameters and its value determination 
depends on the purpose of simulation model construction, as well as the 
complexity, quality and quantity of the gathered transport data and the type of the 
selected simulation model. In the Thesis, the task of global calibration parameter 
value selection was solved using clustering algorithms that can fast process a large 
amount of transport data and are able to work with uninterrupted and categorical 
variables when the amount of necessary clusters is unknown. 

Research objective and tasks 

The objective of the Doctoral Thesis was to elaborate the transport travel 
demand model development approach based on machine learning and simulation 
methods for transport impact analysis. To achieve the objective, the following 
research tasks have been set: 
1) to investigate the types of transport travel demand models and their application 

in transport impact analysis; 
2) to analyse the validation procedures of a transport travel demand simulation 

model (TDSM) for transport impact analysis; 
3) to carry out an analysis of the usability of machine learning and simulation 

methods in transport demand models; 
4) to define the machine learning and simulation methods for transport travel 

demand simulation model development; 
5) to develop a technique for transportation mode choice based on a transport 

travel demand simulation model that takes into consideration traveller 
transportation mode preferences during the trip; 

6) to develop a transport travel demand simulation model calibration procedure 
for calibration parameter value selection with clustering algorithms; 

7) to design a transport travel demand simulation model for mixed-use building. 
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Research hypotheses 

1. Transport smart growth methods improve the estimation of generated transport 
trips by analyzing the elements of transport system.  

2. Transportation mode choice with data mining methods improves the 
classification results of transportation mode choices in transport travel demand 
simulation models and includes traveller transportation mode preferences 
during the trip.  

3. Development of the transport travel demand simulation model calibration 
procedure provides a solution to the task of calibration parameter value 
selection with machine learning methods. 

Research object and subject 

The research object of the Doctoral Thesis is the transport travel demand 
simulation model. The research subject is machine learning and simulation 
methods. 

Research methods used in the Doctoral Thesis 

The research conducted in the Thesis includes an analysis of general and 
special literature, Latvian State laws, and Riga city regulation and statistical data 
analysis. The works of various foreign scientists, e. g., J. D. Ortúzar, 
L. G. Willumsen, M. E. Ben-Akiva, M. D. Meyer, E. J. Miller, etc., were used as 
a basis of theoretical researches for transport travel demand simulation model 
development. The machine learning, data mining and transport simulation 
methods were used in the present Thesis. To develop the transport travel demand 
simulation model, linear regression equations, smart growth methods, 
multinomial logit models, discriminant analysis, and Bi-level approach were 
employed. In the sample determination for transportation mode choice, minimum 
volume ellipsoid, minimum covariance determinant estimator, entropy and 
information gain as well as other data mining methods were used. When 
developing a technique for transportation mode choice, decision trees and 
statistical methods were used to evaluate the results obtained. During the 
development of transport travel demand simulation model calibration procedure, 
a combined simulation technology as well as simulation and clustering algorithms – 
SPSS Two-step clustering and hierarchical algorithms – were used. 

The scientific novelty of the research 

The scientific novelty of the Doctoral Thesis is the transport travel demand 
simulation model development approach, which allows estimating the results of 
transport infrastructure changes before they have been implemented and takes into 
account traveller transportation mode preferences during the trip. The elaborated 
transport travel demand simulation model development approach includes: 

(1) smart growth methods analysis for generated transport trip determination; 
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(2) transportation mode choice technique for transport impact analysis; 
(3) transport travel demand simulation model calibration procedure for 

transport impact analysis. 

In the course of research, the intermediary results referred to the transport 
travel demand simulation model development approach were achieved: transport 
travel demand model types and their application in transport impact analysis were 
investigated; validation procedures of transport travel demand simulation model 
were analysed; combining of data mining methods was done for the selection of 
samples in order to decrease noisy data; initial gradient and traversal origin-
destination matrix evaluation was done for trip assignment; and the transport 
travel demand simulation model for mixed-use building in Riga, in the area of 
Hanzas Street, was built. 

Research practical value and approbation 

The practical value of the Thesis is the transport travel demand simulation 
model development approach that enables simulation model development starting 
from conceptual model development to reliable assessment of modelled transport 
system measures for transport impact analysis. 

The developed solutions have been proven in many transport impact 
analysis industrial projects. The author of the present Thesis has implemented 
these projects working as a leading transport infrastructure planning and 
modelling engineer for 10 years. Among them are “Transport flow research 
report for Shopping centre Alfa reconstruction (2015, Sia Solvers)”, “Transport 
flow research and forecast project for multifunctional business centre “New 
Hanza City” at the territory among Brieža, Hanzas and Skanstes streets (2011, Sia 
Solvers)”, “Transport flow and traffic infrastructure research, analysis and 
design project for Hanzas Crossing over the Daugava river (2010, Sia Solvers)”, 
“Transport flow research and forecast project for the complex among 
Rūpniecības, Pētersalas and Katrīnas streets (2008, Sia Solvers)” determining the 
alternatives of transportation mode choices on promising developing objects by 
calibrating the transport travel demand simulation models and evaluating the 
alternatives of transport development with a simulation tool.  

The intermediary results of transport travel demand simulation model 
development approach and developments were used in the Latvian State Research 
Program “The next generation of information and communication technologies 
(NexIT)” within the project “Sensor networks and signal processing applications” 
(2014–2017).  

The results of the Doctoral Thesis are also used in the practical and 
laboratory classes of Riga Technical University within the subjects “Logistic 
information systems” and “Information technologies in logistics”. Another use of 
the Thesis results in RTU is the lecture “Application of simulation in transport 
infrastructure development of the Riga city” delivered by the author to the 
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students of IT Master’s degree studies within the framework of the course 
“System simulation and modelling technology” since 2011.  

Participation in international conferences  

The results of the Doctoral Thesis were presented at and positive feedback 
was received from nine scientific conferences: RTU 57th International Scientific 
Conference (Latvia, 2016), RTU 56th International Scientific Conference (Latvia, 
2015), The 17th International Conference on Harbor, Maritime & Multimodal 
Logistics Modelling and Simulation (Italy, 2015), The 8th International 
Conference on Urban Planning and Transportation (Spain, 2015), International 
Conference “Reliability and Statistics in Transportation and Communication 
(RelStat`14)” (Latvia, 2014), RTU 55th International Scientific Conference 
(Latvia, 2014), The 17th International Conference “Transport Means” (Lithuania, 
2013), RTU 53rd International Scientific Conference (Latvia, 2011), and RTU 
51st International Scientific Conference (Latvia, 2009). 

Publications 

Research findings were reported in 13 publications. 
1. Zenina N., Romanovs A., Merkuryev J. Trip-based transport travel demand model for 

intelligent transport system measure evaluation based on micro simulation // International 
Journal of Simulation and Process Modelling, 2017 (accepted for publication). 

2. Zenina N., Romanovs A., Merkuryev J. Transport simulation model calibration with two-
step cluster // Scientific Journal of RTU, Computer Science. Information Technology and 
Management Science, Vol. 18, 2015, pp. 49–57. <EBSCO, CSA/ProQuest, VINITI>. 

3. Zenina N., Romanovs A., Merkuryev J. Modelling Based Approach for Attracted Transport 
Readiness Trips Estimation to the Site // International Journal of Mathematical Models and 
Methods in Applied Sciences, Vol. 9, 2015, pp. 410–417. <SCOPUS>. 

4. Merkuryev J., Zenina N., Romanovs A. Intelligent Transport Measures as a Component of 
Cyber-Physical Systems: Case Study for Adazi City // Proceedings of the 17th International 
Conference on Harbor, Maritime & Multimodal Logistics Modelling and Simulation, Italia, 
Bergeggi, Genova: DIME Universita di Genova, 2015, pp. 57–65. <SCOPUS>. 

5. Zenina N., Romanovs A., Merkuryev J. Incoming Generated Traffic Flow Estimation based 
on Transport Access Design and Level of Service // In: Advances in Environmental Science 
and Energy Planning: Proceedings of the WSEAS 8th International Conference on Urban 
Planning and Transportation, Spain, Tenerife: WSEAS Press, 2015, pp. 195–201. 

6. Zenina N., Merkuryev J. The impact of accessibility on transport infrastructure within 
commercial site // Reliability and Statistics in Transportation and Communication 
(RelStat`14), Latvia, Riga, 2014. 

7. Zenina N., Borisovs A. Regression Analysis for Transport Trip Generation // Scientific 
Journal of RTU, Computer Science. Information Technology and Management Science, 
Vol. 16, 2013, pp. 89–94. <EBSCO, CSA/ProQuest, VINITI, Google Scholar>. 

8. Zenina N., Borisovs A. Clustering algorithm for travel distance analysis // Scientific Journal 
of RTU, Computer Science. Information Technology and Management Science, Vol. 16, 
2013, pp. 85–88. <EBSCO, CSA/ProQuest, VINITI, Google Scholar>. 

9. Zenina N. Origin destination matrix estimation from traffic counts based on Bi level 
approach // Transport means 2013, Kaunas, Lithuania. <Web of Science (Conference 
Proceedings Citation Index), <SCOPUS>. 
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10. Zenina N., Borisovs A. Transportation Mode Choice Analysis Based on Classification 
Methods // Scientific Journal of RTU, Computer Science. Information Technology and 
Management Science, Vol. 16, 2011, pp. 49–53. <EBSCO, CSA/ProQuest, VINITI>. 

11. Zenina N., Borisovs A. Artificial neural network for analysis of the traffic flow // 
Proceedings of 16th International Conference on Soft Computing – MENDEL 2010, Czech 
Republic, Brno, Brno University of Technology, 2010, pp. 25–25. <Thomson Reuters ISI 
Web of Science, SCOPUS>. 

12. Zeņina N., Merkurjevs J. Analysis of simulation input and output to compare simulation 
tools // Mechanics Transport Communication, Bulgaria, Sofia, 2009, pp. V-4 – V-10.  

13. Zenina N., Merkuryev J. An overview of artificial neural networks application in 
transportation // Proceedings of 14th International Conference on Soft Computing, Czech 
Republic, Brno, Brno University of Technology, 2008, pp. 2–15. <Thomson Reuters ISI 
Web of Science, SCOPUS >. 

Outline of the Doctoral Thesis 

The present Thesis consists of an introduction, five sections, a conclusion, 
bibliography, and seven appendices. The body of the Doctoral Thesis consists of 
163 pages; it includes 55 pictures and 38 tables. Bibliographical references 
include 158 entries. The structure of the Thesis is described below. 

Section 1 “Transport demand models and their usability in transport 
impact analysis” focuses on transport impact analysis. Types of transport travel 
demand models for transport impact analysis are examined, and transport travel 
demand model validation procedures are analyzed.  

Section 2 “Machine learning methods application in transport travel 
demand models in transport impact analysis” deals with machine learning and 
simulation methods usability analysis in transport demand models. Methods used 
in the development of the transport travel demand simulation model are described.  

Section 3 “Transportation mode choice technique development for 
transport impact analysis” proposes a technique for transportation mode choice 
with data mining and decision tree algorithms, which includes traveller 
transportation mode preferences during the trip. The section is dedicated to 
transport travel demand simulation model development. 

Section 4 “Transport travel demand simulation model calibration 
procedure development for transport impact analysis” presents simulation 
model calibration procedure for the calibration parameter value selection with 
clustering algorithm. Calibration procedure provides the checking of the 
simulation model adequacy for the transport travel demand simulation model 
developed in Section 3.  

Section 5 “Transport travel demand simulation model development for 
mixed-use building” describes the transport travel demand simulation model 
developed for mixed-use building in the area of Hanzas Street (Riga). The idea 
proposed in the present Doctoral Thesis was used in the simulation model 
building. 

Results and Conclusions. References. Appendices. 
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SUMMARY OF THE THESIS SECTIONS 

Section 1 “Transport demand models and their usability in transport impact 
analysis” contains an introduction to the research topic. 

Transport impact analysis 

Transport impact analysis [36], [126], [136] is performed to forecast, 
describe and analyse the future transport system behaviour after the proposed 
building objects are put into service to find out transport volume impact on the 
adjacent streets network, including related mitigation activities of the influence 
that would compensate it [45], [50], [55], [69], [81], [102]. A building object can 
be “a construction object”, for example, a new building or “transport 
infrastructure object” – new intersection or access organization and existing 
intersection reconstruction.  

Transport demand models  

Transport demand model simulates the behaviour of a traveller during the 
trip, ensuring people movement from one point to another, carrying out some 
activities, using particular means of transport with the aim to forecast future 
transport demand [93], [104]. Transport demand models [7], [11], [22], [25], [31], 
[48], [52], [63], [64], [80], [82], [83], [103], [135], [155] can be expressed in 
different forms and ways (see Fig. 1).  

Fig. 1. Main characteristics of the transport travel demand model. 
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The disadvantages of the trip-based transport demand model (see Fig. 2) 
are related to the model property of focusing on aggregate behaviour rather than 
individual traveller trip behaviour and the inability to assess the combined 
transportation modes [103]. Comparing tour-based and trip-based transport 
travel demand models for different scenarios at regional and project levels, it was 
discovered that the trip-based transport travel demand model provides more 
acceptable transport intensity forecast results at a project level [47], [83]. 
Activity-based transport travel demand models in their turn are not widely 
used in practice [20] because model development can last for many years and 
require a large amount of data [24], [99], [134]. 

 
Fig. 2. Traditional trip-based transport travel demand model. 

In the Thesis, the trip-based transport travel demand model is selected for 
simulation model development because the tour-based and activity-based 
transport travel demand models are difficult to transfer between development 
areas; besides, their development time and costs exceed several times the trip-
based transport travel demand model development time and costs. 

Transport travel demand model validation 
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making [40], [73], [92], [149]. The integrated transport simulation tool is used in 
the Thesis to develop and analyse the expanded trip-based transport travel demand 
model at the project level for transport impact analysis.  

The validation and calibration of the transport travel demand 
simulation model (TDSM) is usually done during its development in order to 
make sure that in the process of development in the particular stage, the simulation 
results satisfy the initially defined terms and requirements [26], [127]. There is no 
single unified validation, verification and calibration definition [26], [41], [54], 
[92]. In the Thesis, transport travel demand simulation model validation is 
defined as a process in which it is checked how well transport travel demand 
simulation model fits the observed transport system. This is achieved by 
comparing the simulated and observed transport system logic and structure, by 
adjusting TDSM calibration parameters in the way that they are consistent 
with the observed transport system, and by checking if simulation model 
effectiveness measures adequately describe the observed transport situation. 
TDSM validation includes validation and calibration steps where simulation 
model verification occurs during the validation process. Validation methods can 
be divided into [26], [79], [91], [111]: 
1) quality methods (e.g., animation, histogram) and 
2) quantitative methods (e.g., percent error, root mean square error, mean 

percentage error, GEH statistics or Theil’s uncertainty coefficient).  

The selection of validation and calibration parameters and transport 
system effectiveness measures depends on the complexity of analysable task and 
the initial amount and quality of input data. In many cases, the selection of 
validation and calibration parameters can be a challenge because the 
determination of certain parameters requires specific observation methods that are 
not available to model users (e.g., detailed information about the driver’s location 
and car’s speed in the analyzed period and time with a certain interval). The 
developer of TDSM model must look for a compromise between the model 
development costs and the expected model detail level and accuracy [133]. 
Summarizing validation methods and parameters [13], [17], [35], [38], [72], [75], 
[76], [94], [95], [96], [98], [100], [105], [106], [110], [122], [133], [138], it can 
be concluded that the authors make model validation and calibration based on a 
model parameters’ subset. They check the difference between the observed and 
simulation data in a certain period on a typical day and use different parameters 
of transport system effectiveness, or demand template is calibrated in advance. 
There are many TDSM calibration procedures available but according to the 
literature summary, more frequently used are those observed in [14], [19], [39], 
[41], [42], [57], [65], [79], [127]. In practice, to choose calibration parameters, an 
expert’s opinion is most frequently used because other methods are too time-
consuming [124].  
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The conclusions of Section 1 are as follows: 

1) the usage of models based on travels and activities for the objectives of the 
project-level traffic flow impact analysis is difficult because the development 
and costs of these models exceed several times the standard trip transport 
demand models costs and development time; 

2) extended, trip-based transport demand model development for the analysis of 
traffic flow impact requires new methods and approaches that include 
traveller transportation mode preferences during the trip;  

3) in the selection of calibration parameter values, methods are needed that could 
provide acceptable transport travel demand model accuracy and match the 
transport impact analysis requirements in terms of the execution time. 

Section 2 “Machine learning methods application in transport travel 
demand models in transport impact analysis” is dedicated to simulation and 
machine learning methods application analysis for transport travel demand 
simulation model development in transport impact analysis. 

In each transport travel demand model stage, i.e., determination of generated 
trip number, transportation mode choice and trip assignment, a variety of 
mathematical, analytical and simulation models are used depending on the 
objective and tasks of transport impact analysis [60].  

Cross-classification, neural network, linear regression equations [6], [27], 
[59], [89], [123] are used to determine the number of the generated trips [32]. 
Cross-classification tables are used in trip generation at strategic and tactical 
levels [66]; disadvantages of the method are widely described in the literature 
[33], [68], [118].  

Neural networks are widely used as a data analysis technique in the 
transport trip determination [6], [59]. In the Thesis, multilayer perceptron with 
backpropagation (see Fig. 3) is utilized to solve the transport trip determination 
task [145] and to forecast transport trips seven days ahead.  

 
Fig. 3. Neural network learning algorithm [145].  
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The performed experiments showed that the accuracy of transport trip 
forecast generated by predictor varies within 15–40 % depending on the learning 
data set size. The evaluation of weight effect and the study of archetypes show 
that each connection has different influence on the result, both positive and 
negative. The analysis of the solution sensitivity to the changes in the value of one 
input variable showed positive influence of variables on the result. Linear 
regression method is the most frequently used method to evaluate the number of 
generated trips based on historical data in transport impact analysis [61], [93]. The 
main disadvantage of linear regression of trip generation is the necessity of 
making additional trip generation result corrections for adjacent sites and public 
transport availability near the site.  

Despite some disadvantages, linear regression methods have some 
significant advantages [60] in the determination of the number of the generated 
trips: 
1) mixed-used types and sizes of the land are taken into account when the number 

of generated trips is determined and the internal rate, which reduces the total 
number of generated trips, is calculated;  

2) flexibility in the results is ensured by taking into account transport planning 
engineer considerations, which results in easy assign and interpretations of 
transport trip rates; 

3) quality solutions are provided without using specialized and expensive 
software. 

There are several information systems such as TRICS [86, 128], NZTPD 
and RTA [130], and ITE Trip Generation [60], [61] for trip generation, which are 
based on linear regression equations and average rates. In the Doctoral Thesis, for 
trip generation, the information system ITE Trip Generation was used with 
additional corrections made at the automobilization level for local transport 
conditions [114] taking into account that other information systems provide 
similar trip generation results or the information system does not have a sufficient 
number of researches for land use. With the information system ITE Trip 
Generation, the generated trips are determined mostly for an isolated territory 
without public transport accessibility and pedestrian infrastructure. To improve 
the accuracy of generated trips, it is proposed to use smart growth methods. 

There are several smart growth methods (see Fig. 4) for trip generation 
correction in the ITE Trip Generation information system: Mixed-used, Urbemis, 
ERA MXD, NCHRP 8–51 [43], [61], [89], [90]. Most of smart growth methods 
focus on one trip generation reducing parameter, for example, land mixed-use. 
The smart growth method Urbemis, in turn, allows one to evaluate the 
developments’ influence on various land-use types, public transport, parking 
places, pedestrian activities and other characteristics, despite the fact that the 
method was primarily developed for air quality evaluation.  
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Fig. 4. Information systems and smart growth methods for trip generation.  

Trip distribution is done by converting the origin and destination 
transport intensity including generated transport intensity into origin-
destination matrix. For that purpose, simulation methods [60], such as Fratar 
method, gravity method [30], [119], network equilibrium method, entropy 
maximization and information minimization method [74], [116], [140], [141, 
[156], Bayesian inference method [78], least squares method [12], [23], [29], 
interference–opportunity method [1], [19], [49], [139], route distribution–
assignment and bi-level approach [15], [21], [117] are used. Trip distribution 
methods can be classified by [34] transport network characteristics. In the Thesis, 
the bi-level approach is used for trip distribution for transport impact analysis, 
which provides origin-destination matrix determination in an over-congested 
street network taking into account the traveller’s route selection.  

As a result of transportation mode choice, the origin-destination matrix is 
developed, in which the number of travellers’ transport trips from one zone to 
another by transport modes available in the research, is determined. 
Transportation mode choice includes sample selection and appropriate mode 
choice model selection in traveller trip behaviour simulation context [80]. Sample 
selection includes transport impact analysis target object determination, missing 
and noisy [5], [53] transport data analysis, and records selection [56], [70]. 
Traditional transportation mode choice methods and models, for example, 
multinomial logit model [18], [44], [93], [97], discriminant analysis [88], [120], 
[121], [157], [158], are based on random utility maximization principle and do 
not include the traveller’s transportation mode preferences during the trip. 
Summarizing up-to-date machine learning methods [108], [112], [142] for 
transportation mode choice for various transport travel demand model types, it 
can be concluded that machine learning methods application in transportation 
mode choice is still a topical problem. Here it is taken into account that machine 
learning methods have a more flexible structure ratio between mode categories 
than the traditional logit models, and do not require prior knowledge about the 
initial specific model data structure. The application of the decision tree 
algorithms in tour-based and activity-based transport travel demand models has 
shown good performance results [62], [144]. The author of the Doctoral Thesis 

Functionality
Place Period

Multimodal

Low number of 
studies

Low accuracy

Isolated 
territories

Low accuracy

Significant 
number of studies

Information 
system

TRICS, 
NZTPD,

RTA.

Trip 
Gen.

Building 
type

Building 
area

Public transport
frequency

Analysis 
period

Mixed-used

ERA MXD

Smart growth methods
Mixed-use

Public transport

Pedestrians

Bicycle

ParkingURBEMIS

NCHRP 8–51
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proposes to use the decision tree algorithms C4.5 and CART in trip-based 
transport travel demand model development [101].  

As a result of trip assignment, transport trips have been assigned by 
transport routes. Dynamic assignment realized in integrated transport simulation 
software has been used in transport travel demand simulation model development, 
because it allows adjusting transport routes during the journey and analysing 
various transport alternatives with and without congestions [60], [131]. 

The conclusions of Section 2 are as follows: 

1) information systems used for the determination of the number of trips in trip-
based transport travel demand model, do not take into account the presence of
traffic participants in the analyzed territories, or the number of available
measures is very small. Therefore, the issue of application of smart growth
methods that would allow one to approximate the generated trips to the
observed transport system is topical;

2) application of linear regression and smart growth methods in trip generation
does not require the use of any specialized and expensive software;

3) transportation mode choice with traditional methods (multinomial logit,
discriminant analysis) in the trip-based transport travel demand model does
not include transportation mode preferences of the individual traveller, which
leads to a limited individual traveller trip behaviour analysis and does not
fully provide an opportunity to evaluate the transport travel demand model
transport infrastructure changes before they have been implemented.

Section 3 “Transportation mode choice technique development for 
transport impact analysis” is dedicated to transport travel demand simulation 
model and transportation mode choice technique development. The process of 
transport travel demand conceptual model development is shown in Fig. 5. 

In the Thesis, transport travel demand simulation model development 
approach is based on simulation and machine learning methods [80], [112], [125], 
[142]. These methods allow one to adjust the determined generated trips to the 
observed transport system behaviour and to account the traveller transportation 
mode preferences during the trip in transportation mode choice by providing more 
accurate classification results in comparison with traditional methods for 
transportation mode choice.  

Determination of transport generated trip number  

To test the research hypothesis that transport smart growth methods improve 
the estimation of generated transport trips by analyzing the elements of transport 
system, the transport generated trip number for various building objects was 
determined (see Table 1). 



17
 

17 

F
ig

. 5
. T

ra
n

sp
or

t 
tr

av
el

 d
em

an
d

 c
on

ce
p

tu
al

 m
od

el
 f

or
 t

ra
n

sp
or

t 
im

p
ac

t 
an

al
ys

is
. 

Transport travel demand simulation
model development

T
ra

ns
po

rt
 tr

av
el

 d
em

an
d 

m
od

el

F
or

 b
ac

kg
ro

un
d 

tr
an

sp
or

t f
lo

w
 

in
te

ns
it

ie
s 

fo
r 

ob
se

rv
ed

 ti
m

e 
pe

ri
od

:

•
tr

af
fi

c 
da

ta
 in

pu
t;

•
de

te
ct

or
 lo

ca
ti

on
 in

 s
im

ul
at

io
n 

m
od

e l
i n

 s
tr

ee
t n

et
w

or
k;

•
tr

an
sp

or
t f

lo
w

 in
te

ns
it

y 
as

si
gn

m
en

t;
•

tr
an

sp
or

t f
lo

w
 in

te
ns

it
y 

ad
ju

st
m

en
t;

•
tr

an
sp

or
t f

lo
w

 in
te

ns
it

y 
ba

la
nc

in
g.

T
ri

p 
as

si
gn

m
en

t

P
la

nn
in

g 
of

 e
xp

er
im

en
ts

Validation, calibration, 
experiments, results

B
ac

kg
ro

un
d 

tr
an

sp
or

t o
ri

gi
n-

de
st

in
at

io
n 

m
at

ri
x 

fo
r 

pe
rs

pe
ct

iv
e 

ti
m

e 
pe

ri
od

T
ri

p 
ge

ne
ra

ti
on

T
ri

p 
di

st
ri

bu
ti

on

T
ra

n
sp

or
ta

ti
on

 m
od

e 
ch

oi
ce

:
•

de
te

rm
in

at
io

n 
of

 s
am

pl
e 

si
ze

;
•

tr
an

sp
or

ta
ti

on
 m

od
e 

ch
oi

ce
.

G
en

er
at

ed
 tr

an
sp

or
t f

lo
w

 in
te

ns
it

y

S
im

u
la

ti
on

 m
od

el
 v

al
id

at
io

n
:

•
ca

li
b

ra
ti

on
;

•
va

li
da

ti
on

.

R
es

ul
ts

 e
va

lu
at

io
n:

•
ef

fe
ct

iv
ne

ss
 m

ea
su

re
s 

-
le

ve
l o

f 
se

rv
ic

e,
 tr

av
el

ti
m

e 
et

c.

In
pu

t d
at

a:

•
ge

om
et

ry
 o

f 
st

re
et

 n
et

w
or

k;
•

pu
bl

ic
 tr

an
sp

or
t l

an
es

;
•

si
gn

al
 ti

m
in

g;
•

pl
an

ne
d 

tr
an

sp
or

t
i n

fr
as

tr
uc

tu
re

 c
ha

ng
es

.

In
pu

t d
at

a:

•
bu

il
di

ng
fu

nc
ti

on
al

 d
at

a;
•

bu
il

di
ng

 p
la

nn
ed

 d
ev

el
op

m
en

t
ye

ar
.

In
pu

t d
at

a:

•
tr

af
fi

c 
pa

rt
ic

ip
an

t (
ve

hi
cl

e,
 p

ub
li

c 
tr

an
sp

or
t,

pe
de

st
ri

an
, b

ic
yc

le
)

fl
ow

 in
te

ns
it

y;
•

fr
eq

ue
nc

y 
of

 p
ub

li
c 

tr
an

sp
or

t;
•

gr
ow

th
 o

f 
ba

ck
gr

ou
nd

 tr
an

sp
or

t f
lo

w
 in

te
ns

it
y.

Si
m

ul
at

io
n 

m
od

el
de

ve
lo

pm
en

t

S
im

ul
at

io
n 

ne
tw

or
k:

 

•
la

ne
s,

 ju
nc

ti
on

s,
 li

nk
s;

•
al

lo
w

ed
 s

pe
ed

, s
ig

na
l

ti
m

in
g 

et
c.

;
•

P
ub

li
c 

tr
an

sp
or

t s
to

ps
;

•
pe

de
st

ri
an

s 
cr

os
si

ng
s.

In
pu

t d
at

a:

•
ba

ck
gr

ou
nd

 tr
an

sp
or

t t
r i

ps
or

ig
in

-d
es

ti
na

ti
on

 m
at

ri
x;

•
ge

ne
ra

te
d 

tr
an

sp
or

t t
ri

ps
or

ig
in

-d
es

ti
na

ti
on

 m
at

ri
x;

•
pu

bl
ic

 tr
an

sp
or

t a
rr

iv
in

g
in

te
rv

al
.

O
ri

gi
n-

de
st

in
at

io
n 

m
at

ri
ce

s



18 

Table 1 

Percent error between the observed and actual transport generated  
trips for the evening peak hour  

Mixed-
use 

building 

Information system 
ITE Trip Generation 

Information system ITE Trip 
Generation with corrections Information 

system 
TRICS 

Information 
system 
NZTPD Urbemis 

ERA 
MXD 

NCHRP 8–51 

1 34 % 31 % 17 % 30 % 10 % 22 % 

1а 0 % 3 % 38 % 3 % 18 % 9 % 

2 5 % 9 % 28 % 6 % 31 % 6 % 

3 6 % 0 % 13 % 1 % 6 % 4 % 

3a 10 % 3 % 13 % 7 % 10 % 23 % 

Experimental results have shown that trip generation accuracy [26] does not 
depend only on building functional characteristics but also on building location in 
the street network, public transport accessibility around the building, and on 
pedestrians and bicycle infrastructure. Such transport infrastructure parameters as 
the number of employees in the research area, the number of pedestrians, land-
use type and parking existence can significantly improve or worsen the 
determination accuracy of transport generated trip number. If the building is 
located near a highway without developed public transport network and 
pedestrians infrastructure, then the information system ITE Trip Generation can 
be used for trip generation in transport impact analysis. If the building adjacent 
territory has a well developed public transport network and the pedestrian and 
bicycle infrastructure, then the information system ITE Trip Generation with 
additional corrections for local conditions and with smart growth method Urbemis 
can be used for trip generation in transport impact analysis. The application of the 
smart growth method Urbemis in trip generation allowed adjusting the generated 
trips taking into account public transport, pedestrian and bicycling infrastructure 
in the research area. 

Trip distribution 

Trip distribution determination process is depicted in Fig. 6. The bi-level 
approach described in Section 2 is used for background transport flow intensities 
convertation to origin-destination matrices. To perform the origin and destination 
attraction point convertation, firstly, the initial matrix should be defined, from 
which the iterative adjustment process will begin. In the Thesis, two initial origin-
destination matrices are analysed: gradient and traversal with various transport 
flow intensity time and number measurements [137]. 
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Fig. 6. Trip distribution determination for a building object  

in transport impact analysis. 

Trip distribution results for various numbers of detectors and time periods 
have shown that origin-destination matrix transport flow intensity is slightly 
underestimated if the initial matrix is developed based on gradient method when 
the number of detectors is more than five. If the number of detectors in street 
network does not exceed five, transport flow intensity becomes slightly 
overestimated. 

Transportation mode choice. Determination of the sample size 

Transportation mode choice technique includes determination of sample size 
and transportation mode choice. The determination of sample size is the first step 
in the transportation mode choice technique. The diagram of sample size 
determination is shown in Fig. 7.  

   

Fig. 7. Determination of sample size. 
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For determination of sample size, the dataset with 7171 respondents is 
available. The dataset includes the following attributes: traveller age, travel time, 
transportation mode, location from, location to, building land-use – shopping area, 
office area, respondents direction (into building, out of building), weather, and 
day of week. 

For sample noisy data determination together with the minimum volume 
ellipsoid and minimum covariance determinant estimator, various data mining 
methods are used [148]. The application example of the minimum volume 
ellipsoid is shown in Fig. 8.  

Fig. 8. Application example of the minimum volume ellipsoid  
for noisy data determination. 

Datasets and transportation mode choice attribute percentage distribution are 
given in Table 2 obtained from sample determination results. Initial datasets 
records were processed taking into account information gain and cost-sensitive 
analysis [148] to improve the determination of the sample size and classification 
accuracy.  

Table 2  

Categories distributions for “Transportation mode choice” attribute  

Attribute 
“Transportation mode 

choice” categories 

Initial dataset 
N0 

Dataset N1 Dataset N2 Dataset N3 

Vehicle 47 % 22 % 25 % 34 % 

Pedestrian 30 % 22 % 24 % 33 % 

Bicyclist 1 % 17 % 25 % 
Excluded from 

dataset 

Public transport 20 % 22 % 26 % 33 % 

Taxi 1 % 17 % 
Combined 

with vehicles 
Combined with 

vehicles 

Total: 
100 % 

 (7 171 records) 
100 %  

(498 records) 
100 %  

(560 records) 
100 %  

(1 380 records) 
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Record classification accuracy has improved insignificantly within 1–2 %, 
and for separate datasets it has worsened for 2–3 % by excluded attributes from 
dataset N1 with information gain under 0.40 (three attributes met the condition 
“building land-use”, “respondents direction”, and “day of week”). The 
improvement or disimprovement of classification results for various datasets 
within 1–3 % are related to probability. The number of correctly classified 
instances has improved by five percent (see Table 3) after cost-sensitive matrix 
evaluation together with minimum volume ellipsoid was performed for datasets 
N2 and N3.  

Table 3  

Percentage of correctly classified instances for datasets N2 and N3 via 
algorithm C4.5 example, by combining data mining methods  

Methods for 
determination 
of sample size 

Initial dataset N2 Initial dataset N3 

Without 1 
atribute1) 

Without 3 
attributes2) 

Cost-sensitive 
analysis 

Without 1 
atribute1) 

Without 3 
atributes2) 

Cost-sensitive 
analysis 

Minimum 
volume 
ellipsoid 

76 % 77 % 80 % 75 % 78 % 82 % 

K-fold cross-
validation 

77 % 75 % 79 % 77 % 74 % 80 % 

1) – Attribute “date” does not participate in classification; 
2) – Attributes “day of week”, “building land-use”, and “respondents direction” do not participate in classification. 

Transportation mode choice 

In the Thesis, to test the second hypothesis, transportation mode choice was 
performed using decision tree algorithms described in Section 2.  

Decision tree algorithms 

C4.5 and CART decision tree algorithms were used for transportation mode 
choice in the process of transport travel demand simulation model development. 
Datasets N1–N3 with and without the “taxi” and “bicycle” transportation mode 
choice attribute categories were used for instances classification.  

In addition to datasets, the noise reduction approach complex was used 
(dataset N3+), combining minimum volume ellipsoid and random sampling to 
reduce the number of noisy data and to provide a more uniform distribution of 
transportation mode choice categories in the dataset. Classification results are 
given in Table 4.  

The results obtained showed that the number of correctly classified instances 
was over 77 % for both decision tree algorithms. The classification results of 
transportation mode choice have improved by three percent for C4.5 decision tree 
algorithm and by five percent for CART decision three algorithms after attributes 
“building land-use” and “weather” were excluded from the analysis. 
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Table 4 

Percentage of correctly classified instances for dataset N3+ 

Transportation 
mode choice 

method 

Initial dataset N3+ and combined data mining methods 

Without 1 attribute1) 
Without 2 
attributes2) 

Without 3 attributes3) 

C4.5 77 % 80 % 79 % 

CART 77 % 91.8 % 89 % 
1) – Attribute “building land-use” does not participate in classification;  
2) – Attributes “weather” and “building land-use” do not participate in classification;  
3) – Attributes “day of week”, “weather”, and “building land-use” do not participate in classification. 

 
The classification results of transportation mode choice slightly worsened 

after the third attribute “day of week” had been excluded from the dataset. This 
can be due to the day of the week when the data observed is important for 
transportation mode choice classification despite the information gain results (see 
Fig. 8), so attribute “day of week” should participate in classification. The total 
transportation mode choice classification accuracy was 91.8 % for dataset N3+.  

The ROC curve was used to evaluate the validity of the classification results 
of the CART and C4.5 decision tree algorithms for transportation mode choice, 
that is, how the model is able to correctly classify the transportation modes and 
visualize the results [46]. 

  

Fig. 9. Example of C4.5 decision tree algorithm results for dataset N2. 

The application of the ROC curves to the classification results of CART 
decision tree algorithm (dataset N3+) shows (Fig. 10) that the curve is quite 
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convex and is approaching the top left-hand corner. The AUROC (area under 
ROC curve) value is close to one, which points to both classification qualities of 
the model. 

 

Fig. 10. ROC curves for transportation mode categories (dataset N3+). 
Classification performed with CART decision tree algorithm. 

The application of the ROC curves for classification results of the C4.5 
decision tree algorithm shows that also here the curve is quite convex and 
approaches the top left-hand corner. The AUROC value is close to one for the 
transportation mode attribute categories “bicycle” and “vehicle”, which indicates 
a very good model classification quality (see Fig. 11).  

 

Fig. 11. ROC curves for transportation mode categories (dataset N3+). 
Classification performed with C4.5 decision tree algorithm.  

In turn, for transportation mode categories “public transport” and 
“pedestrian”, the curve is not that convex and close to the top left-hand corner like 
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it does in other traffic mode categories, and the area value under ROC curve is 
slightly under 0.90, which shows good classification qualities. 

To verify the decision tree application efficiency, the transportation mode 
was classified with traditional transportation mode choice methods for dataset 
N3+ (see Table 5). 

Table 5 

Transportation mode choice results with various methods 

Transportation mode choice method Correctly classified instances 

CART decision tree algorithm 91.8 % 

Discriminant analysis – stepwise method 79.6 % 

Discriminant analysis – sequential method 79.6 % 

Multinomial logit regression model 88.6 % 

As can be seen from Table 5, CART decision tree algorithms provide more 
accurate transportation mode choice classification results than the multinomial 
logit regression model and discriminant analysis.  

Trip assignment 

Dynamic assignment [131] implemented in the integrated transport 
simulation software has been used to adjust transport routes during the trip and to 
analyse various transport experiments in transport system over-congested 
situations. 

The conclusions of Section 3 are as follows: 

1) combining various data mining methods for determination of the sample size 
for transportation mode choice can reduce the number of cases when the 
model is too well adapted to the data and the noisy data are interpreted as 
normal;  

2) information system ITE Trip Generation with Urbemis smart growth method 
can be used to determine the number of the generated trips for a building 
object if the surrounding territory of the building has a well-developed 
transport, public transport, pedestrian and bicycle infrastructure; 

3) gradient and traversal origin-destination matrices can be used as initial for 
trip distribution. Experimental results have shown that the initial matrix type 
does not influence the trip distribution results. 

Section 4 “Transport travel demand simulation model calibration 
procedure development for transport impact analysis” is dedicated to the 
transport travel demand simulation model calibration procedure development. 
The aim of calibration procedures is to adjust the TDSM calibration parameters 
so that they conform to the observed transport system. It is achieved by estimating 
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the calibration parameters’ value with Two-step clustering algorithm taking into 
account that the Two-step clustering algorithm can fast process a large amount of 
transport data and is able to work with uninterrupted and categorical variables 
when the amount of necessary clusters is unknown [8]. 

Transport travel demand simulation model calibration procedure 

The calibration procedure of the transport demand simulation model 
proposed by the author of the Thesis includes the following stages: 
1) data input. The data about traffic flow, geometry of junctions and street 

network as well as other characteristics of transport system and elements are 
collected. Time period is defined;  

2) initial TDSM development. The development of simulation model is based on 
gathered transport system elements and characteristics, e.g., width and length 
of traffic lanes in the model, working patterns of traffic lights, allowed vehicle 
speed. Origin-destination matrices for different traffic types are defined 
separately, for passenger and freight vehicle;  

3) initial TDSM start with the default calibration parameters and their values. 
Simulation model was run many times to meet 95 % of confidence interval. 
To observe the results of modelling, the modelled and observed transport flow 
intensity is analyzed and root mean square error is defined;  

4) if the root mean square error exceeds the defined limit (in the Thesis, 15 % is 
selected based on the expert’s opinion), the evaluation of TDSM parameters’ 
influence on the results is done. A number of experiments with different 
calibration parameters’ values are conducted, and the observed data are 
compared with modelling results. In the Thesis, the author proposes to use the 
Two-step clustering for transport travel demand simulation model global 
parameter value selection;  

5) running TDSM with chosen global parameter values. Modelling results are 
considered acceptable if the root mean square error for the intensity of the 
modelled and observed flows does not exceed 15 %;  

6) planning of TDSM experiments. Necessary changes in the intensity of traffic 
flow, geometry of street network and transport infrastructure are defined with 
the aim to determine how the planned traffic changes will affect the behaviour 
of transport system, identify the potential transport bottleneck, and provide 
safe and smart transport solutions;  

7) the evaluation of the results of TDSM experiment modelling with statistical 
methods – root mean square error, GEH and Theil’s inequality coefficient –, 
and with transport system effectiveness measures – service level for an 
analyzed unit – should be equal to D or E (Approaching unstable or acceptable 
delay or unstable process, or significant delay).  

In the Thesis, the proposed TDSM calibration procedure was considered 
for transport impact analysis case study, whose objective was to improve 
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transport accessibility for local drivers and to provide the efficient way for them 
to get to and from Adazi city centre (hereafter, Adazi example) in case of Main 
Street peak hours by developing intelligent transportation system measures [151], 
[152]. The results of the transport impact analysis case study in question were 
used in the Latvian State Research Program “The next generation of information 
and communication technologies (NexIT)” within the project “Sensor networks 
and signal processing applications” (2014–2017). 

Transport travel demand simulation model calibration parameters  

Global parameters “headway” and “simulation step” [2], 7[6], [96], [107], 
[134] which determine the whole transport system behaviour were used to check 
the hypothesis that the development of the transport travel demand simulation 
model calibration procedure provides the calibration parameter value selection 
task solution with machine learning methods. 

Data collection for simulation model development  

During the input data preparation stage, the data about each traffic participant 
type (vehicles, public transport, pedestrians, and bicyclists), transport flow 
intensity, street network geometry, public transport lanes, stops and movement 
intervals as well as traffic lights for controlled junctions for the observed transport 
situation were collected. The initial observed transport data for Adazi example 
were compiled using video surveillance data that were collected in the evening 
peak hour (maximum traffic load hour with highest transport flow intensity in 24 
hours) on workdays and at the weekend.  

Initial TDSM model development and evaluation  

In the initial TDSM development result it was concluded that seven runs for 
one experiment are necessary to make sure that dispersion between the modelled 
and the observed transport flow intensities does not exceed 5 % (to meet 95 % 
confidence interval). Initial TDSM modelled and observed data root mean square 
error is within 12–28 % depending on the modelled time interval. The significant 
difference between the modelled and the observed transport flow intensities in 
Adazi example may also be due to the fact that in the observed situation, vehicles 
in simulation model were not able to reach the final destination taking into account 
the blocking situations when one vehicle wants to change the lane and is looking 
for or waiting for an acceptable gap to make a move, and blocks the lane. 

Two-step clustering for global calibration parameter value selection  

Two-step clustering is based on maximum likelihood estimation with Akaike 
(1) Information Criterion or Bayesian (2) Information Criterion [8], [58], [77], 
[109]. Information criteria are strong tools for model comparison and 
identification in time series and linear regression. They are widely used in 
biology, marketing as well as environmental and marine studies [3], [113].  
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where AIC – Akaike Information Criterion value; 
 mj – number of evaluated parameters, number of free 

parameters; 
 j – likelihood function value dataset; 
 BIC – Bayesian Information Criterion value; 
 N – value of training data set; 
 Lk – number of category for k categorical variable; 
 KA – total continuous variable number; 
 KB – total number of categorical variable. 

Two-step clustering results for Adazi example have shown that the optimal 
number of clusters is three. The centroids and frequencies for considered variables 
for calibration procedure for Adazi example are given in Table 6.  

Table 6 
Two-step clustering results 

Number 
of 

clusters 

Centroids 

Travel 
time, sec 

Observed vehicles, 
unit per minute 

Simulated vehicles, 
unit per minute 

Simulation 
step, sec 

% of vehicle 
 O-D by route 

1 82.64 11.90 12.41 0.75 100.00 

2 100.21 3.68 3.50 0.74 90.66 

3 20.53 19.80 37.16 0.73 12.87 

It can be seen from Table 6 that in the cluster, the centroid value for 
simulation step is within the 0.73–0.75 range. The first cluster is the medium flow 
condition that contains 11–12 vehicles per one minute, and for all these vehicles 
had only one route from origin to destination (% of vehicle O-D by route – 
100 %), and 82.6 % of vehicles had uniform distribution. The second cluster is 
low flow condition that contains approximately four vehicles per one-minute time 
interval, mostly 90 % of vehicles had one route from origin to destination, and 
67.3 % of vehicles had normal distribution. The third cluster is high flow 
conditions that contain 37–39 vehicles per one-minute time interval, only 12.8 % 
of vehicles had one route from origin to destination (% of vehicle O-D by route – 
12.8 %), and 91.4 % of vehicles had exponential distribution. The third cluster 
with high volume of simulated vehicles in comparison with assigned vehicles 
represents the blocking situation when a too large simulation step is selected. 
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Hierarchical clustering for the calibration of TDSM total modelled transport 
system behaviour  

In the Thesis, the uniting clustering algorithm based on the researches 
discussed in [9], [51], [87] was used so as to calibrate the total modelled transport 
system behaviour. Two distance measures were considered – Manhattan [10] and 
Mahalanobis distances. To reduce the influence of variables on the clustering 
solution, z-score was used for data normalization (each variable should have a 
mean of 0 and a standard deviation of 1). The result of hierarchical clustering is a 
dendrogram that represents each merge at the similarity between the two merged 
groups.  

Stability of cluster solution  

To check cluster solutions for stability, the order of cases was changed. The 
cases were sorted randomly and for different order of cases, and different cluster 
solutions were received. There are different methods to define and evaluate the 
number of clusters [107]. According to the results of the study [84], [85], the 
Calinski and Harabasz index is the most effective method to determine the optimal 
number of clusters, followed by the Duda and Hart method (J-index). In the 
Thesis, the number of clusters (see Table 7) was determined with a distinctive 
breaking point [87], calculating the variance ratio criterion by the Calinski and 
Harabasz index and J-index with the SPSS 16.0 and SAS statistical packages.  

Table 7  

Number of cluster determination results for the Mahalanobis  
and Manhattan distances 

Number of cluster determination methods 
Number of clusters 

2 10 11 12 13 

Distinctive breaking point 
Mahalanobis distance 0.059 0.24 0.23 0.20 0.18 

Manhattan distance 0.083 0.081 0.080 0.61 0.59 

Variance ratio criterion 
Mahalanobis distance 126.87 272.86 −538.3 452.09 −554.82 

Manhattan distance 68.3 −7.68 757.2 −806.22 −1.03 

J-index Mahalanobis distance 
0.99/ 
20.99 

0.53/ 
78.88 

0.99/ 
1.82 

0.97/ 
1.59 

0.99/ 
0.41 

Variance ratio criterion [28] is a widely used criterion that computes the 
ratio of between and within-cluster sums of squares for k clusters. The J-index 
compares the within-cluster sum of squared distance with the sum of within-
cluster sum of squared distances and decides whether the cluster should be 
partitioned into two clusters [84], [85]. The determination of cluster number for 
hierarchical algorithm showed that the number of clusters varied depending on 
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the chosen method for cluster number determination, and it is definitely 
impossible to judge about the stability of cluster solution. Hierarchical clustering 
algorithm can be used in the whole simulated transport system behaviour 
calibration but requires an in-depth cluster decision stability analysis, which in 
transport impact analysis context could be inappropriate. 

Planning of Experiments  

For the Adazi example, the following transport development experiments 
were planned in order to improve the accessibility of the destination – central part 
of Adazi city – for local drivers: 
1) Experiment Base without changes in Street network. “Local” Street has two 

roundabouts; 
2) Experiment Sc_1 without changes in Street network. At “Local” Street, 

Variable message sign is placed, which in real-time shows the travel time 
necessary to cross the Main and Local Streets sections for transit drivers; 

3) Experiment Sc_2. At “Local” Street, one of roundabouts is changed to a 
signalized intersection; 

4) Experiment Sc_3. At “Local” Street, one of roundabouts is changed to a 
signalized intersection with protected left turns; 

5) Experiment Sc_4. At “Local” Street, both roundabouts’ geometry is changed 
to signalized intersections with protected left turns; 

6) Experiment Sc_5. The Variable message sign is placed at “Local” Street 
entrance. At “Local” Street, both roundabouts’ geometry is changed to 
signalized intersections with protected left turns.  

TDSM experiment modelling result estimation  

The simulated and observed transport intensities were estimated for normal, 
uniform and exponential distributions (headway). The evaluation of the transport 
travel demand simulation model experiments results was done with Theil’s 
uncertainty coefficient, GEH statistics (see Table 8), and root mean square error 
and simulation models effectiveness measures. 

Table 8  

GEH statistics results for Adazi example 

Experiment GEH < 5 5 < GEH < 10 GEH > 10 

Base 81 % 16 % 3 % 

Sc_1 77 % 17 % 6 % 

Sc_2 79 % 15 % 6 % 

Sc_3 80 % 17 % 3 % 

Sc_4 86 % 13 % <1 % 

Sc_5 84 % 14 % 2 % 



30 

The root mean square error was within 5–15 % depending on the selected 
experiments. To pass the GEH test, it is recommended by [132] to have (1) 
GEH <5 for at least 85 % of links, and (2) GEH within 5–10 for at least 90 % of 
links. In the considered example, GEH value under 5 provides only the forth 
transport development experiment. For Adazi example, the effectiveness 
measures [39], [132] “travel time for local drivers (to get to city centre)”, level 
of service at intersection and delay time were selected to evaluate the simulation 
results (see Table 9).  

Table 9  

Effectiveness measures for experiments  

 Effectiveness measure  
Experiment 

Base Sc_1 Sc_2 Sc_3 Sc_4 Sc_5 
Travel time for local drivers to get 
to city centre, sec 

214.6 208.1 205 208.3 206 207.4 

Level of service – – C B/C B/C B 

Transport demand simulation model evaluation results with the indexes of 
effectiveness showed that travel time to the city centre for local drivers varies 
from 205 to 214 seconds depending on the selected transport development 
experiment. Transport demand simulation model validation results for Adazi 
example allows for the conclusion that the developed TDSM model is suitable for 
future development experiment analysis and evaluation. 

The conclusions of Section 4 are as follows: 

1) transport demand simulation model calibration procedure allows solving the 
task of simulation model calibration adaptation for researched transport 
system traffic flow influence analysis;  

2) Two-step clustering allows solving the task of transport demand simulation 
model global parameter value choice;  

3) global calibration parameter – transport arriving time gap and use of 
transport simulation modelling step in the calibration of transport demand 
model allows estimating the compliance to evaluated transport system; 

4) the use of statistical methods and two-step clustering algorithm in the 
calibration of transport demand simulation model enabled processing a large 
amount of transport data (the results of simulation model), working with 
continuous and categorical variables and providing the expected modelling 
results with acceptable specification and accuracy;   

5) effectiveness index – controlled delay and travel time – allows estimating the 
transport demand simulation model compliance. 

In Section 5 “Transport travel demand simulation model development 
for mixed-use building”, the transport travel demand simulation model for 
mixed-use building in the area of Hanzas street was developed. The development 
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of TDSM model is based on the transport demand simulation model development 
approach worked out in the Thesis, and it is illustrated in Fig. 12.  

 
Fig. 12. Transport travel demand simulation model development  

approach to transport impact analysis. 

In the first stage of transport demand simulation model development, the 
generated transport trip number was determined using the information system 
Trip Generation together with the smart growth method Urbemis [146], [147]. 
The number of generated transport trips (both incoming and outcoming travels) 
for mixed-use building will equal 2 258 trips in the evening peak hour (see Table 
10), and the final number of generated transport trips has reduced by 40 % in 
comparison with the initially set according to linear regression equations of the 
information system Trip Generation.  

Table 10  

Results of the determination of the generated number of transport trips  
for the evening peak hour for the analysis of traffic flow influence 

Functionality 

Trip 
Generation1) 

Trip Generation – 
Automobilization level2) 

Trip Generation – 
Automobilization level – 

Urbemis3) 

trips/h trips/h trips/h 

Shopping area 3 005 2 224 1 890 

Office space 682 395 312 

Total: 3 687 2 619 2 202 
1) – The number of generated trips for the maximum evening load hour is determined with the ITE Trip Generation 

information system; 
2) – The number of generated trips for the maximum evening load hour with additional corrections to 

automobilization level; 
3) – The number of generated trips for the maximum evening load hour is determined with Urbemis smart growth 

methods. 

MODEL
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Trip generation

Trip distribution

Mode choice

INPUT DATA EXPERIMENTS RESULTS

Calibration
Validation

SMART 
growth 
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decision tree 
algorithm

Two-step 
CLUSTERING

Experiments 
planning

Number of replication 
calculation

Experiments 
development

Effectiveness 
measures

Solution selection 
for realization

Solution 
comparative analysis

Traffic data

Transport network 
characteristics

Functional 
building data
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In the second stage of TPIM development, the initial gradient origin-
destination matrix was used for converting the intensity of traffic flows into an 
origin-destination matrix [143].  

In the third stage of TPIM development, the transportation mode choice 
technique developed by the author of the Thesis was used, where the sample was 
defined with the minimum volume ellipsoid and the selection of transport mode 
was done with the CART decision tree algorithm. The target object is a shopping 
area and an office space of a building. The dataset includes the results of the 
survey of respondents about their choice of traffic mode [115]. The total size of 
the dataset is given in Table 11 for sales premises and office space. 

Table 11  

Total size of the dataset after the functionality of mixed-up building 

Functionality Number of records 

Shopping area 2 500 

Office space 765 

These activities were carried out with the dataset for the definition of the 
sample, selection of traffic mode, and analysis of the influence of traffic flow: 
1) the records with missing data were removed from the dataset; as a result, the 

dataset decreased by 10 %;  
2) the division of dataset attribute according to the values was as follows: cars 

(33 %), public transport (33 %), and pedestrians (34 %). Records with traffic 
modes “bicyclists” and “taxi” were removed from the dataset, based on 
classification analysis about correctly classified record number in the selection 
of traffic mode, by combining several methods for the definition of the dataset;  

3) minimum volume ellipsoid with cost-sensitive evaluation was used to define 
noisy records in the dataset and to remove them [4], [151], [152]. Pairwise 
dispersion diagram between the traffic mode and the travel time for the target 
object – office space – is shown in Fig. 13;  

4) choice-based sample and random samples collection was done for the selection 
of samples for the chosen aim object to provide an even division of traffic 
mode attribute categories in the dataset.  

After the definition of a dataset, the selection of traffic mode was done with 
the CART decision tree algorithm. Classification accuracy for the selection of 
transportation mode for target object office space is 90.9 % and for target object 
shopping area – 92.3 %. Traffic mode division results with regard to target objects 
are given in Table 12 for the evening peak hour. The travel division results for 
mixed-use building in the evening peak hour allow concluding that the use of 
decision tree CART algorithm in the selection of traffic mode was reasonable and 
provided practicable transportation mode selection results for the transport impact 
analysis. The difference between the observed and defined with the decision tree 
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CART algorithm transport trips according to transport modes is 1–3 % for 
shopping area and 2–5 % for office space. 

  
Fig. 13. Minimum volume ellipsoid dispersion diagram  

for the target object office space. 

In the fourth stage of TPIM development, trip dynamic assignment was 
carried out. 

In the last stage of TPIM development, the procedure for the definition of 
calibration methods and model validation developed by the author was used. Root 
mean square error between the modelled and the observed background transport 
flow intensity for maximum traffic load hour was 7.9 %, Theil’s uncertainty 
coefficient was 0.031 (the model has good forecasting ability, the intensities of 
the modelled transport flow are significantly close to the observed ones), and GEH 
value under 5 % was defined for 89 % of transport street stages. 

Table 12 

Transportation mode classification results for the evening peak hour 

Transportation mode 

Shopping area Office area 

Calculated with 
CART1) 

Collected in 
the project2) 

Calculated with 
CART 

Collected in 
the project 

Cars 56 % 57 % 45 % 42 % 

Pedestrian 27 % 24 % 9 % 7 % 

Public transport 17 % 19 % 46 % 51 % 
1) – The number of generated trips for the maximum evening load hour is determined with decision tree 

CART algorithm; 
2) – The number of generated trips for the maximum evening load hour is determined by the survey [115]. 

Travel time in the evening maximum load hour for the research territory was 
calculated for the transport demand simulation model. It allows concluding that 
the developed transport demand simulation model is successfully validated and 
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can be used to define the necessary traffic changes on the border streets after the 
building construction. 

Planning of the experiments and definition of effectiveness measures 

After the development and validation of transport travel demand simulation 
model, a series of experiments for mixed-use connection to external street 
network was conducted. The aim of the experiments was to find a solution that 
would decrease the negative impact of traffic on the transport street network 
connected to new building on the research territory. The solution foresees that 
mixed-use building connection for P. Brieža Street will have three lanes with 
different directions and the junction will be signalled (the necessity of a signalled 
junction is defined according to LVS 370:2010 “Traffic lights”).  

Various experiments were carried out for the solution; each of them 
contained an analysis of different traffic light modes for the junction.  
A description of the experiments is provided in Fig. 14. The effectiveness 
measures of six experiments were calculated: 
(1) average control delay for cars, trucks, and public transport, 
(2) average queue for cars, trucks, and public transport,  
(3) average driving speed for cars, trucks, and public transport, 
(4) average travel time for cars, trucks, and public transport. 

The time of green traffic light signals chosen for the experiment for the street 
junctions on P. Brieža Street and mixed-use building connection is depicted in  
Fig. 14. The colour in Fig. 14 reflects common (for cars, trucks, and public 
transport) average queue. The green colour reflects a short queue for one lane (up 
to five cars) whereas darker colour means a longer queue.  

 
Fig. 14. Results of the experiments, average transport queue (cars/hours). 
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Based on the results of the effectiveness indexes analysis, it can be concluded 
that the second experiment (Eks_2) provides less influence of mixed-use building 
traffic on the transport system in the research territory; therefore, it can be 
recommended for implementation. 

The conclusions of Section 5 are as follows: 

1) the developed transport demand simulation model for mixed-up building in the 
area of Hanzas Street for the evening maximum load hour allowed evaluating 
the traffic flow intensity connected to mixed-up building and building traffic 
influence on the transport system on the research territory;  

2) the results of the experiments for the developed transport demand simulation 
model allow concluding that out of six developed experiments the second one 
provides less average signalled delay and less average queue in the mixed-up 
building street stage for cars, trucks, and public transport in the research 
territory.  

FINDINGS AND CONCLUSIONS 

In the Doctoral Thesis, a transport travel demand simulation model 
development approach that uses machine learning and simulation methods for 
transportation mode choice and simulation model calibration parameter 
adjustment was developed. The developed approach is approved in transport 
impact analysis for mixed-use building. 

Several results were obtained during the development of the Thesis. 

1. Transport travel demand models types were studied, and their application in 
transport impact analysis was analysed. 

2. Validation procedures of the transport travel demand simulation model for 
transport impact analysis were analysed.  

3. Analysis of the usability of machine learning and simulation methods in 
transport demand models was carried out. 

4. Machine learning and simulation methods for transport travel demand 
simulation model development were defined. 

5. Transport travel demand simulation model transportation mode choice 
technique including traveller transportation mode preferences during the trip 
was developed. 

6. Transport travel demand simulation model calibration procedure for 
calibration parameter value selection with clustering algorithms was 
elaborated. 

7. Transport travel demand simulation model for mixed-use building was 
constructed. 
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Based on research results, conclusions were drawn. 

1. A comparative analysis of transport travel demand model types has shown that 
the trip-based transport travel demand model for transport impact analysis 
requires the application of a new technique and procedure that would include 
traveller transportation mode preferences during the trip, provide practical 
usable simulation results accuracy, and satisfy the requirements of transport 
impact analysis. 

2. Application of smart growth Urbemis method enables the adjustment of 
transport generated trips taking into account public transport, pedestrians, and 
bicycles in the research area. 

3. Initial type of origin-destination matrix (traffic intensity for the allocation of 
the road network) does not influence the trip distribution results.  

4. The developed transportation mode choice technique for transport impact 
analysis provides more accurate transportation mode choice classification 
results than traditional methods. 

5. The developed transport travel demand simulation model calibration 
procedure allows setting the global calibration parameter values for transport 
impact analysis. 

6. Application of two-step clustering algorithm in simulation model calibration 
allows processing large simulation model transport data volumes and provides 
the expected simulation results with appropriate accuracy. 

7. Hierarchical clustering algorithm can be used in the whole simulated transport 
system behaviour calibration; it, however, requires an in-depth cluster decision 
stability analysis, which in transport impact analysis context could be 
inappropriate.  

8. Transport effectiveness measures – delay and travel time − allow checking 
the transport travel demand simulation model adequacy.  

9. Experimental simulation results obtained from the developed transport travel 
demand model for the territory between Eksporta, Skanstes, and Hanzas Street 
in Riga city confirm the efficiency of the developed approach. 

Having summarized the research results, the prospects of the developed 
approach can be marked as follows:  

1) an in-depth analysis of the possibility of using machine learning methods in 
the trip assignment of the trip-based transport travel simulation model 
development;  

2) application of the transport travel demand simulation model development 
approach in tour-based and activity-based transport travel demand models. 
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