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Abstract - This paper provides application analysis of e-services
available on the joint state and municipal e-service portal
www.latvija.lv . The research is performed using a combination of
time series analysis and data mining techniques. Time series
analysis has enabled the determination of the count of clusters
that represent services classification by application frequency.
Meta-information is processed using data pre-processing methods
and the values obtained are then discretised. The methods
combinations examined in the paper are tested experimentally on
the limited data amount available. The data describe the existing
e-service requests by months. The clusters obtained are then added
to the initial meta-information available when planning and
developing services. E-service membership in the formed data set
is determined using inductive classification trees. These
algorithms represent knowledge in the form of classification trees
through analysing feature values and cyclically split training
instances into classes. As a result, based on the analysis
conducted, recommendations for e-service developers and
implementers are elaborated and basic parameters for successful
introduction and application of e-services are determined.

Introduction

The development and introduction of electronic
services of state and municipal institutions is a high-
priority task for all developed countries of the European
Union including Latvia. An approach using service-
oriented architecture ensures a lot of advantages for
integrating and developing public service system
infrastructure. Currently there are available 26 e-
services on the state portal http://www.latvija.lv; five
more services are planned to be introduced by the end
0f 2009.

E-service is in essence just a new information supply
kind for customers who save their resources and time
when receiving the final service result (document,
reference or data submission to the system). As a result
of service electronisation a logical question arises to
which there is usually no answer: How many residents
will use a new e-service? Will the new service become
popular among them? The task of the paper is to
forecast demand for the new e-service using all
available information including:

e Time-series — e-service demand over a certain
time period;

94

e E-service description [11], where each e-service
is described by 19 attributes; this information is
already available and is systematised.

Within this paper the problem of demand evaluation
during a certain time period is solved by mining and
analysing the data available. The data are combined in
groups (clusters) by adding service describing data with
the help of decision trees and a connection between
describing data and the groups derived, is determined.

Work Objective, Tasks and Plan of Experiments

The objective of this paper is to analyse application
statistics of e-services available on the state and
municipal e-service portal. It can be divided into these
tasks:

e Discovering e-service usage patterns and
grouping them according to regularities;
e Developing and analysing a model that

determines e-service type;

e Forecasting the demand for a new e-service;

¢ Developing recommendations for further service
electronisation as to which service kinds could
be potentially on demand among inhabitants.

To solve the task of this paper, the following
experiments have to be conducted:

e Available data analysis;

o Selected data pre-processing (e-service attribute
value reduction) and transformation (time
series);

¢ Discovering e-service types (clusters);

e Developing a model for discovering e-service
membership in a certain type (class);

e Forecasting new e-service application.

Data Analysis and Pre-Processing
Each of the 26 e-services available on the joint state and

municipal e-service portal is characterised by a certain
attribute count. To develop a dataset for mining
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information, it is necessary to reduce and transform the
data related to this data service. Since six of the e-
services offered are available within some months only,
they are not used in data mining. Demand data are
summarised for the period from July, 2008 to March,
2009. July 2008 is chosen as a support base because
starting from that time authentication became accessible
for users employing internet bank services, which
rapidly enlarged the e-service user society.

The statistics available in essence contains available
count of requests within e-services, which means how
many requests of question-answer type, were executed,
because to execute a single service, an institution
usually needs several question-answer type requests
which are dependent on the logic of service framework.

E-service Attributes Pre-Processing

The e-services offered to users on the portal are divided
into groups (categories). Each e-service is described by
19 attributes, five of which were cancelled during pre-
processing since it was impossible to discretise their
parameters. The remaining set consists of 14 attributes
whose values are discretised:

e Name of service (each service has its own unique
name; it is used for parameter identification);

e A short description of a service (each service has
its own description, so the attribute was not
employed);

e Competent institution (values: 1
institution; 2 — municipal institution);

e Categories that characterise the service (values: 1
— place of residence, real estate and building; 2
- family, children, health, social services; 3 —
commercial activity; 4 — rights defence,
personal status, consumer rights, state
purchases; 5 - transport, tourism, consular
services, migration services). Besides, each
service might belong to several categories at the

state

same time; to describe this service, a
conjunction  of  categories is  used
correspondingly;

e E-service type (values: 1 — synchronous; 2 -
asynchronous);

e Authentication — characterises authentication

type (values: 0 — anonymous user; 2.5 — smart
card and bank; 3 — smart cards);

Additional terms — indicate if the given service is
subject to additional terms and conditions
(value: 1 - yes; 2 - no);

Charges (value: 1 — free; 2 - paid; 3 — partly free);

Documents for service receipt (value: 1 — are not
necessary; 2 — are necessary);

Service result — a resident receives a document or
submits data to the institution information
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system (value: 1 — various kinds of electronic
activity; 2 — paper document; 3 — information
reference);

Stop points — stop points in the document flow
system (the attribute will not be used);

o Identifier (unique value for each record - was not
used because the unique identifier has already
been employed);

e Service recipient is any person (value: 1 - no; 2 -
yes);

e Service recipient is a physical person (value: 1 -
no; 2 - yes);

e Service recipient is private authority (value: 1 -
no; 2 - yes);

e Service recipient is public authority (value: 1 -
no; 2 - yes);

e Connection with administrative process (value: 1
- no; 2 - yes).

E-service Demand Data Pre-Processing

E-service demand data can be characterised by 20
records that describe particular e-service demand within
a certain time period. Attribute description contains this
information:

e EPAK — E-service number;

e 07.2008. — 03.2009. — E-service provision period

by months.

E-service demand data pre-processing is reduced via
data transformation. Data transformation is value
transfer to the left-hand part without changing data
meaning [1]. Data transformation is necessary to enable
analysis of time series with the same starting period. As
a result of transformation, a data set is obtained that is
shown in Fig.1. E-services EPO1, EP21, EP24, EP26,
EP27, EP30, EP23 were shifted because they were
introduced later than other services.

| £ Viewer =]
Relation: Izlases

No. | EPAK |07.2008. | 08.2008. | 09.2008. | 10,2008, | 11.2008. | 12,2008. | 01.2009. | 02.2009. | 03.2009.

Nominal | Numeric Mumeric MNumeric MNumeric Numeric Numeric Numeric Numeric Numeric

1 EPOO 322.0] 205.0 241.0] 940.0 646.0 1605.0 3051.0 2531.0 1958.0
2 EP22 179.0; 231.0 145.0] 306.0 153.0] 986.0 4025.0 4089.0 3158.0
3 EP20 55.01 40.0 21.0 30.0 112,01 142.0 329.0 191.0 199.0;
4 EP10 53.0] 10.0 12.0; 15.0 17.0] 2.0 5.0 0.0 0.0
5 EP11 39.0. 0.0 0.0 12.0 24.0, 0.0 0.0 0.0 0.0
6 EP12 &7.0] 5.0 16.0 14.0 18.0 20 0.0 0.0 0.0
7 EP13 20.01 5.0 10.0 14.0 29.0. 4.0 0.0 0.0 0.0
8 EP14 12.0 4.0 6.0] 14.0 29.0] 3.0 0.0 0.0 0.0
9 EP16 12.0 0.0 8.0 Lo 15.0 1.0 2.0 0.0 0.0
10 P17 9.0 0.0 0.0] 0.0 15.0 7.0 2.0 0.0 0.0
11 |[EP18 14.0 8.0 0.0 0.0 18.0 9.0 5.0 0.0 0.0
12 |[EP28 123.01 22.0 8.0 28.0 15.0 45.0 116.0] 63.0 95.0/
13 |[EP29 397.0] 59.0 16.0 343.0 210.0 221.0 637.0 1157.0 5675.0
14 |EPO1 255.0] 93.0 257.0] 243.0 304.0 992.0 750.0 658.0

15 |FP21 2.0 140 65.0] 171.0 340.0 348.0 445.0 627.0

16 |[EP24 6.0 34.0 11.0 7.0 5.0 20 4.0 0.0

17 |[EP26 26.0] 54.0 31.0] 17.0 18.0] 6.0 1.0 2.0

18 |EP27 34.0 274.0 228.0] 36.0 41.0] 12.0 54.0. 35.0

19 |[EP30 34.0 69.0 45.0] 23.0 58.0. 12.0 37.0 64.0

20 |[EP23 2.0 5.0 30.01 57.0 32.0 64.0 49.0]

Fig. 1. E-service demand over a certain time period
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Determination of Cluster Count

To determine the count of groups (clusters), in time
series (request) comparison tasks [4,6] the k-mean
algorithm is commonly employed that uses for that
purpose the Euclidean distance and determines the
similarity measure according to which classification
into groups is made. Since group bounds are not
expressed strictly in the case under consideration, the
Expectation maximisation algorithm [7,8] (EM) is used.
The algorithm of maximal likelihood employs
probability measure instead of distance. The algorithm
analyses classification curves for each dimension and
each point is ascribed to a particular cluster with a
certain probability. This technique is called soft
clustering because the groups have no strongly
expressed bounds and may overlap. Also, data mining
free software Weka 3.6 with built-in algorithm Simple
EM (Expectation maximisation class) [6, 7] that checks
if it is possible to combine data obtained during the pre-

processing in clusters, is used. As a result of model run,
these cluster groups were obtained (see Fig.2):
e Cluster 0 — e-services EP00, EP22, EP29, EPO1
and EP21;
e Cluster 1 — e-services EP20, EP10, EP11, EP12,
EP13, EP14, EP15, EP16, EP17, EP28, EP24,
EP26, EP27, EP30 and EP23.

The clustering results obtained show that e-service
demand division in clusters is carried out taking into
account the number of e-service requests made each
month. An analysis of e-service request graphs
confirms the derived results. As can be seen from Fig.3,
the graph depicts requests that are combined using
cluster number 0 and the number of requests exceeds on
average 330 times a month.

In its turn the graph shown in Fig.4 summarizes the
requests combined in cluster 1; their demand does not
exceed 330 times a month. In that way a hypothesis is
confirmed that clusters were created on the basis of e-
service request count.

| £:| Weka Clusterer Visualize: 23:08:06 - EM ([zlasef) EI@
'x: EPAK {Mom) -] .Y: Instance_number (Num}) =
.Colour: Cluster (Mom) v| .Select Instance -
Reset [ Clear ][ Open ][ Save Jitter U
Plot: Izlase6_dustered
® : ¥ 0
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Fig. 2. Cluster count determination
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Fig. 3. E-service demand (cluster - «0»)
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Fig. 4. E-service demand (cluster - «1»)

A model for Determining E-service Membership
Type

To develop a model that defines e-service membership
in a certain type (cluster), it is necessary to combine
discretised e-service attribute and demand data obtained
as a result of data pre-processing [2]. To e-service
attribute data there is added the number of group
(cluster) obtained in the previous experiment as a result
of clustering and based on the service identification
numbers of both datasets. The new dataset that is used
in the experiments can be seen in Fig.5. The dataset is
represented using tool’s Weka 3.6 module Viewer that
ensures proper dataset representation.

Experiments and Results

Based on the developed dataset, e-service membership
can be best determined employing inductive inference
[3] which is used by classification tree algorithms 1D3
[10] and ID3-GA [5]. These algorithms represent
knowledge in the form of decision tree that helps to

define object classification by analysing the values of
its features. The ID3 algorithm cyclically splits
instances of a training set into classes according to the
variable (attribute) that has the largest classification
power. Each subset of instances issued by that variable
is anew divided into classes using the next variable with
the largest classification power and so on. The splitting
is finished when objects of only one class are present in
the subset. As a result, a decision tree is created. To
find an attribute with the least homogeneous class
distribution, the algorithm is employing the notion of
entropy [1,10]. Using a decision tree, forecasting
models are constructed with whose help e-service
membership in a certain type — cluster 0 or 1, is
determined. Taking into account that test data are
insufficient (only 20 records are available), training set
data are used as test data. To evaluate the obtained
model adequately, one has to check classifier
performance. The model derived is evaluated using the
10-fold cross validation, which means that the set
employed by the model is partitioned into ten equal
parts, each of which once serves as a test set but nine
times as a training set.

] Viewer =]
Relation: Izlase6_pak-weka. filters.unsupervised. attribute. Remove-R 1
No. |Kategorijas| Atbildiga | E-pakalpojumu | Autentifikacijal Papildnosacijumi| Maksajumi | Pakalpojuma sanemsanai | Pakalpajuma | Pakalpejuma sanemejs | Pakalpojuma sanemejs | Sanemejs privato | Sanemejs publisko | Saistiba ar Klase
Nominal | iestade veids Nominal Nominal Nominal | nepieciesamie dokumenti |  rezultats jebkura persona fiziska persona tiesibu juridiska | tiesibu juridiska | administrativa | Neminal
1 14 1 1 3 1 1 1 1 12 1 1 1 1 1
2 13 2 2 3 12 3 2 2 2 1 1 1 1 1
3 14 2 1 3 2 1 1 3 1 2 1 1 2 1
4 14 1 1 2.5 1 1 1 3 1 2 1 1 2 0
5 14 1 1 2.5 1 1 1 3 1 2 1 1 2 1
e 14 1 1 2.5 1 1 1 3 1 2 1 1 2 0
7 14 1 1 2.5 1 1 1 1 1 2 1 1 1 0
8 13 12 2 3 1 2 12 2 1 2 2 1 2 1
9 12 2 2 3 12 1 2 2 2 1 1 1 2 1
0 2 12 2 3 12 2 12 2 12 1 1 1 1 1
1 (24 1 1 3 1 1 1 1 2 1 1 1 1 1
12 |23 12 2 3 12 2 1 2 12 1 1 1 1 1
13 2 2 2 3 12 z 2 2 1 2z 1 1 z 1
1“4 2 2 2 3 2 2 2 2 2 1 1 1 2 1
15 |34 1 2 0 12 2 12 2 1 1 2 1 2 1
1% |4 1 1 ) 12 2 1 3 2 1 1 1 1 0
17 4 1 2 3 1 1 1 1 3 1 1 1 1 1
18 |4 1 2 ) 12 2 2 2 1 2 1 1 2 0
18 4 1 2 o 12 2 12 2 1 2 1 1 2 1
20 |4 2 2 3 12 3 2 2 1 2 2 1 2 1
ndo

Fig. 5. A model for making experiments
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Testing the Model with the 1D3 Algorithm

The constructed model is tested with the help of tool’s
Weka 3.6 built-in algorithm ID3; as a result, a
forecasting module is produced whose classification
tree is depicted in Fig. 6. When testing the given
decision tree, using the 10-fold cross validation, 14 of
20 instances (or 70%) were classified correctly. The
total classification error is 30%. Recognition support
performance for class 1 is 86.7%, but for class 0 is
20%.

Authentication

Model analysis has provided the following expert’s
comments: the main attribute according to which the
data have been distributed is Authentication. This
attribute could serve as the key one, since it indicates
that less popular services need authentication with an
electronic signature. However, it has to be concluded
that the selected second level attributes are very
subjective and cannot be determined unambiguously
when analysing one or another service that is a
candidate for electronisation.

Smart card Anonymous
Smart card|and bank
1 Service result Category
Commercial activity, civil rights Civil rights defence, personal
defence, personal status, status, consumer rights, state
consumer rights, state purchases
purchases
E-service type
Electronic activity of Information Synch A h
various kinds reference ynchronous syncnronous

O
Fig. 6. Decision tree constructed with the ID3 algorithm

Model Testing with the 1D3-GA Algorithm

In the experiment that is following, the ID3-GA
algorithm has been employed (implemented as an
extension of MLC++ library) that combines genetic
algorithms and decision trees [5]. This algorithm differs
from standard ID3 algorithm in that it creates a
classifier ensemble that applies less informative
attributes to construct classifiers. Similarly to the
previous experiment, training set data were used as test
data and 10-fold cross validation was employed. As a
result, a forecasting module was obtained (see Fig. 7).
According to test results, 15 of 20 instances (or 75%)
were classified correctly. The total classifier error is
25%. Recognition support performance for class 1 is
80%, but for class 0 is 60%.

The ID3-GA algorithm has chosen ,,Competent
institution” as a major attribute; if the competent
institution is municipal institution, the algorithm always
selects cluster number 1, but if cluster number is 0, the
classification tree continues branching and selects
attribute ,,Service recipient is private authority”. If
service recipient is always private authority, then the

selected services will have cluster number 1; otherwise
further branching of the tree occurs and the algorithm
chooses attribute ,,Authentication”.

Competent
institution

Municipal institution

State institution

Service recipient
is private
autharity

No

Authentication

Smart card Anonymous

Smart card|and bank
D

Fig. 7. Model tree using the ID3-GA algorithm

By analysing model results, these experts comments
were derived: the constructed tree helps formulate
service popularity to conceive and check it with a
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simple rule Most popular services are those that are
offered to the residents by state institutions (potential
auditorium is the entire state), and those that are
anonimous or available with bank authentication, which
once again indicates that the potential auditorium is the
whole state. That rule in essence nearly precisely
represents expert’s forecasts and characterises the key
attributes for those new services analysis which are
planned to be implemented in the near future.

Recommendations for Branch Experts

Whenever possible, e-service developers should pay
more attention to anonimous or bank authenticated
services. As experimental results show, in model testing
with classification tree algorithms an attribute
,Authentication” was chosen in both cases, which
points at residents’ wish to use the system anonymously
or employ bank authentication. It means that currently,
according to the constructed model results, this attribute
is determinative and gives evidence of residents’ wish
not to perform, if it is not necessary, authentication or
registration on the portal of state government and
municipal institutions.

Analysing the cluster distribution, one can state that
most popular among residents are services offered by
state institutions.

Conclusions

The tree structures discussed in this paper do not
provide a complete picture of resident’s choice
selecting e-services on the state and municipal e-service
portal; they simply outline guidelines for branch experts
on which the services have to be based when making
forecasts regarding new service introduction. In the
course of experiments two cluster groups were
distinguished, which indicates e-service request number
within the corresponding time period. Based on these
groups, a model was constructed with whose help
experiments aimed at determining e-service
membership were conducted. Taking into account
experimental results, one can conclude that even at a
very small data amount it is possible to make forecasts
related to creating new e-services.

Based on the experimental results as well as taking
into account that demand statistics will enlarge in the
future, it will be possible to apply other techniques
implementing a detailed data classification into groups
(clusters) to interpret the constructed model in as much
detail as possible for e-service developers and
establishers.

By performing other kind of experiments, say,
comparing e-service demand count with regard to curve
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similarity, it would be possible to create clusters
according to time-series curve similarity [2,3,6].
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Arnis Kir$ners, Jurijs Kornpijenko. Datu ieguve laika rindas E-
pakalpojumu analizei

Raksta veikta portala wwwe.latvija.lv pieejamo valsts parvaldes un
pasvaldibu iestazu elektronisko pakalpojumu analize. P&tijumos
izmantotas metozu kombinacijas, kas apvieno laika rindu analizi un
datu ieguvi. Laika rindu analize lauj noteikt klasteru skaitu, kuri
nosaka e-pakalpojumu sadalfjumu péc to pielieto§anas biezuma.
Meta informaciju apstrada ar datu pirmapstrades metodém un
ieglitas atriblitu vertibas tiek diskretiz&tas. Raksta apliikojamas
metozu kombinacijas eksperimentali parbauditas ar ierobezotu datu
apjomu. Sie dati apraksta jau pastivoSus e-pakalpojumu
pieprasijumus pa meneSiem. Turpindjuma iegitie klasteri tiek
pakartoti pievienoti sakotngjai meta informacijai, kas pieejama
pakalpojuma plano$anas un izstrades procesa. E-pakalpojumu
piederibu izveidotajai datu kopai nosaka, pielietojot induktivo
secind$anu, kuru izmanto klasifikacijas koki. Sie algoritmi zinsanas
attélo Kklasifikacijas koku veida, analizgjot Tpasibu vértibas un
cikliski saSke] apmacibas piemerus klases. Rezultata, balstoties uz
veikto  analizi, izstradatas rekomendacijas  e-pakalpojumu
ieviesgjiem un izstradatdjiem, noteikti galvenie parametri, kas
veicina sekmigu e-pakalpojumu ievieSanu un izmantosanu.

Apnuc Kupmnepe, IOpuii Kopauenko. Ilouck paHHBIX
BPEMEHHOT0 PsiAa /151 AaHAIN3A MPUJIOKeHHs D-yCJIyT

B cTaTthe npoBesieH aHaIU3 HCHONIB30BaHUS D-YCIIYyT, JOCTYITHBIX Ha
MopTae ToCyapCTBEHHBIX 1 MyHHUIUNANBHBIX JIEKTPOHHBIX yCIyT
www.latvija.lv. B wncchaenoBanmm ucmonbp3oBaHa KOMOMHAIHS
METOJOB aHAlM3a BPEMEHHBIX PSIOB M JOOBIMM TAHHBIX. AHAIN3
BPEMEHHBIX PSIOB ITO3BOJIMI OOOCHOBAaTh OCHOBHBIC KJIACTEPHI —
pacnperneneHue ycIyT o 4acToTe HCTIONIb30BAHUS.
MeranHdopmaruo  00pabaTeBalOT ¢ [OMOIIBIO  METOJOB
npeoOpabOTKK JaHHBIX, W MOJYyYEHHOE 3HAa4YeHHE aTpHOyTOB
quckpeTusupyercs. PaccMoTpeHHble B cTaThe  KOMOMHAIMU
METOJOB  3KCIHEPUMEHTAIbHO TPOBEPEHBl HA  OTPAHUYECHHOM
KOJIMYECTBE JAHHBIX. DTH JAaHHBIE ONMCHIBAIOT IO MECSIaM YKe
CyIIeCTBYIOUIMHA chopoc Ha D-yciuyrd. B cBorwo odepens, mpu
IIOMOIIM METOJOB JOOBIYM 3HAHWH yNaJOCh IPOBECTH aHAIU3
COOTBETCTBHS KJIACTEPOB, MOJYUYECHHBIX Ha NMPEABIAYINEM JTare, U
NepBUYHON MeTanH(opMalMy, TOCTYIHOW IPH IUIAHUPOBAHUH WU
paszpabotke yciyr. IlpuHaluIe)KHOCTE D-yCiIyr cOpMHPOBAHHOMY
MHOXXECTBY OMNpEJEIsIeTCd C MOMOIIbI0 HHIYKTHBHBIX JI€PEBHEB

K1accuUKauy. OTH aNropUTMbl OTOOPaXKalOT 3HAHMSA B BHIE
JIEpeBbEB  KJIAcCH(DUKALUK, aHANU3UPYs 3HAYECHHS MPU3HAKOB MU
IUKIMYECKH  pa3fensiss oOydJaromipe NpHMepsl B KiIacchl. B
pe3yibTaTe, Ha OCHOBE IPOBEACHHOTO aHAM3a, BHIPAOOTAHBI
peKOMEHIanuK JUIl  pa3padOTUMKOB  D-yCIyr, OHpeleCHBI
OCHOBHBIE NTapaMeTPH! YCHEHIHOTO BHEAPESHUS M MCIOJIB30BAHUS -

YCIIyT.
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