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Abstract —In identification problems, it is necessary to proess
large amounts of information about transient proceses in short
time intervals. The increase in identification speedcan be
achieved due to application of parallel algorithms.Developed
symbolical address models for allocation and reroung of
information allow representing parallel computing dgorithms in
a formalized mathematical form. They possess recurg and
regular properties, which facilitates creation of sftware for
solving identification problems. Address models arelescribed in
a symbolical form with the use of address lexicogmhic
combinatory configurations formed in conditional addresses. Due
to this fact, a connection between the structure oEomputing
algorithms and the architecture of address models of
information allocation in algorithms is established Such
approach allows to preserve the parameters of ideified object
and the parameters of dynamic test modes in addressodels in a
symbolical form. It can have practical importance br imitation
modelling of identification algorithms. It allows gudying the
regular properties of algorithms which in practicecan be violated
and are a reason of reception of unreliable resultsThe developed
address models can be used for solving differencequation
systems of identification and for derivation of thé solutions in
an analytical form. On the basis of such models, aumber of
important theoretical results, which are relevant dr practical
application of identification algorithms, have beernobtained.

Keywords— symbolical combinatory model, parallel algorithm
graphs, commutation algorithm, address graph models

|. PROBLEM STATEMENT

The necessity to process large amounts of infoonaith
real-time mode of technical object functioning riegs
creation of parallel identification algorithms. Suproblem
arises, for example, at the flight test stage @fcspvehicles
where onboard computers should process large asafnt
results of measurements during the flight [2].

Lack of formalized mathematical methods for desiipof
parallel algorithms complicates creation of sofwvéor their
realization. As a result, the architecture of adaparallel
algorithms each time must be coordinated with thecic
features of the problem being solved. For thisorathere are
difficulties in optimization of software.

In this paper, it is offered to solve such probl@mthe basis
of symbolical combinatory address models descrisiparate
fragments of computing algorithms. In these modélsis
expedient to apply special commutation algorithivet &llow
to carry out assembly of such fragments. They shpubvide
allocation of information about the solved problém the
address models. Such models were developed byuthera
since 2003 and were further improved [5]-[9]. Wittkir help,
a number of proofs in the theory of identificatiohdynamic

objects have been achieved. In particular, the yaisalof
methodical structural errors which lead to numériesults
which have no reasonable physical interpretatioth @mnot
be decoded has been made using these models.

Creation of software for solving problems of idénétion
of technical object characteristics should be cotate with
the purpose of increasing the performance and retigality
of computing algorithms. The basic stages of thealization
are based on operations with arrays of informatfiiost, of all,
with operations with matrices of systems of differe
equations formed from the results of measuremerfts o
transient processes. In this case, it is neceskargolve
problems of allocation of such information in formich
would be coordinated with the character of matgermtions.
In [3], [4] symbolic combinatory address models for
operations with associative matrices of systemdifférence
equations for realization of such purposes havenbee
developed. Symbolic combinatory address model iséal
with the help of the generating operator that iistes local
addresses of the set in which the information abiveritsolved
problem is placed.

Il. FORMATION OF POSITIONAL ADDRESSMODELS ON THE
BASIS OFNUMERICAL SEQUENCES

On the basis of positional address models, software
realization of parallel computing algorithms candpeated. In
these models, arithmetic operators with applicatioh
operations of monitoring [1], [4] can be used foodeal
transformation to reduce their complexity and tooute the
calculation results. In some cases, realizatiommthmetic
operations can be made directly in the space afesddnodels.
At this stage, reduction of computing complexity of
algorithms for solving identification problems claa achieved
in address space due to application of methodsnd¥ing
group specification of local addresses. On the shaxi
hierarchical address models, it is possible toizeanethods
for stage-by-stage reduction of complexity of aitjons, for
tracking the course of computing process and fdintp
measures for preventing singular situations.

Solving the above listed problems is possible if
architectures of address models and computing itiges are
coordinated. One of such measures is synchronizatid
positions of processed information fragments iroatgm and
in address model of its allocation. The principfepositional
allocation can be realized due to application oérafions of
lexicographic multiplication of subsets of localdagsses used
in the model [5], [7], [8]- The structure of addsemodel can
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be analyzed on the basis of Kronecker lexicographiciuct w NumSec(m) * (ﬁ)[_]g (m_ Ich(n, m) (9)
of groups of local addresses:
Its components possess the following property:
DIAM]= AMxe A0 xe AW (1) P P g property
[lchnm)]j= (e jsic 2 jm)
Here lexicographic factors are obtained by partitig the
orap Y partig ce>cipanlej=cjua) (10)

initial set into parts:

m m
A=UAi(”‘); Znizn
i1 i1

The positional principle is realized because posgi of
elements of subsets are fixed and are coordinaiéd the
positions of factors in the product (1). Let's cioies the case
when factors have identical dimensions and carepeesented
by vectors formed from elements of an interval atunal
number sequence:

@)

D(n,m) = (Ln)xo (LN)xo...xo (LN ) ©)
Vectors can be incorporated into a matrix, thecstme of
which is coordinated with the structure of two-dimsmnal
array in which the real information is stored. Tdfere, the
structure of address model (1) can be linked witldrass
model for allocation of elements of Cartesian poofesets:
D(n,m=@n)"™; N=|D(nm)=n" (4)
The method of unifying specification, on the baisvhich
classification of components (4) can be realizedn be
applied to this expression. It allows to expressgonents (4)
in a symbolical form as components of ordered nigakr
sequencessec(n, m) [5], [6], [7]:
pOli= i) ueoua
Let’'s introduce the notation of generating operatiie

arguments of which should be determined by parameié
structure (4):

U @= y NumSec(m) * (L n)

g=[(n-m+1)-(n-m+2)---n)/(n—m)! (6)

This set is the carrier on the basis of which thenerical
sequence is realized:

w NumSec(im) * (1.n) = Sec(n, m) @)
With the help of subtracting fixed components frGi
0M=0.(m-1) 8)

symbolical sequence (7) can be transformed intoraenical
sequence and arithmetic operations can be made itgith
components:

62

The specification of its components can be expressing
notation of direct lexicographic product:
[lch (n,m)] ;= s ®@or | (11)
Here, the designation of operation of allocatiorelements
of one set relative to the elements of anothercartbe used.
In this case, the elements of specification vectorspecify
the quantity of identical indices from the vec®y that are
placed into the chosen positions:
[ich(n,m)] ;= ¥ Accom(r ) ®os (12)
If vectors are incorporated into matrices, the daihg
notation can be used:

[lch(n,m)] = S®-R

[lch(n,m)] = w Accom(R) ® oS (13)
Classification depending on the parameter, which

describes the number of nonzero elements in coluofns

matrix S, can be made relative to the components (13).

Classification can be applied to numerical sequggg4]—

[6], so the address model for allocation of its poments can

be written down in the following form:

Ich(n,m)=

= LmJ [«// Accom(R,) ® o[(// NumSec(v) * (R)] ] (14)
v=1l

Here the positional principle is realized by allboa of
elements of matriR for various variants of positions numbers.
The operator of such allocation we shall designaiag the
symbol ¢ Perm . Components oR are formed as partitions of
parametem into separate parts an positions with the help
of the operator ¢ Part(v) * m):

R,= ¢ Permsx [(p Part(v) * m] (15)

Example: Ich(4,3)

12341111112342223434
S=101112223340223340340
00000340400000400000
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Graph is formed in view of the condition of abserafe
identical components:

31111111113111113113
R=/02222112120222120220
00000110100000100000

(16)

hi—h,#0; i=] (23)
From proofs in [6]-[8] follows that the address rabfbr

(3) can be described by the expression: To adhere to this condition, components of pariitare

formed from difference components of numerical seqes
():

¢ Address * D(n,m) = Ked (n; m) a7

o Perm(r) * (L m) = { NumSec(r ) * (Lm)] fxo

U w NumSec(r 3) *[(17“) /a_3j3

X{ ]} (24)

Parameters of numerical sequences are determingteby
lements of vector of specifiers . Difference sets of type
@ m) /alj,] are defined in each branch of the graph. From
(24) follows that the model (24) is suitable forralkel
}} (20) processing of information as the branches in itirdependent

from each other.

The parallel architecture of address models carebakzed
due to their decomposition into independent fragwaumsn
address models. For this purpose, it is necessaryse

123112223331112233311122233) corresponding methods of decomposition of numerical
Ked3]12323123123123131231231231 2| Seduences (7) on the basis of which the partitdrgraph are
formed. For this purpose, the sétn) is separated intdk
123111111112222222233333333) parts:

Ked(n;m =
Lmj[y/ Accom(R,) ® |y NumSec(v) * (Ln)]
v=l

U v Numsec(r ) *|@m) /a2
j2cK 2

]} (18)

= Perm*{

Since the operatop Perm is linear:
Ked(n; m) =

L v Numsec(r ) *[@m) 7an;,

jncKn

= LmJ{go Perms [n// Accom(R,) ® o[z// NumSec(v) * (ﬁ)”} (29)

v=l

Substituting here (15), we get:

oromd]

Example : Ked(3;3)

Ked(n;m) =
w Accom|p Perm+(p Part(v) * m)|® o
® oy NumSec(v) * ()]

~U

v=l

PosITIONAL ADDRESSMODELS ON THEBASIS OFGRAPH
STRUCTURES

Graph-based positional address models are formad) us
the algorithm for product (3):

¢ Adres* D(n,m) =
m |2 Perms
= U v Accom[p Perms(p Part(v) *m)® o[} (21)
vl ® oy NumSec(v) * (L)

Here, (¢ Perm*) allocates elements of set into fixed
positions of the model. In [5]—[7], it has been whothat for
the address model (21) there is an equivalent ghtiser in the
form of a graph. With its help, operations of a#lton of
vector elements in the columns of matrxcan be realized:

m
o Perm(r )*qj(”i):Hj; kj:nj!/(Hri!] (22)
i=1

w NumSeq(m) * (Ln)=>
=y NumSe(m) * {{Ln;) o (N+ 10 ,) o-+-0 (N o+ 10 )} (25)

In general, such partitioning can be described as:

w NumSeq(m) * {Al (na), AZ(nZ)o-no Ak(nK)}:>
k
UO Ai (ni)}
i=1

Here the matrixQ is generated from column vectogs ,
which describe the components of decomposing thebeum
into parts. Numbers of rows in vectors are fixedd an
correspond to the numbers of positions of subse(@6). The
sum of elements in all columns is the same and lequa
Besides, the elements; should not exceed the dimensions
of sets in (26) that are located in the same osti that is,
q;; ((v=)n;. In that case, the matri® should represent a

set of solutions of system of conditional Diophaati
equations:

=y NumSeq(Q) { (26)
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ZjS-aji:m; gjis<n; 27 w NumSec(m) * UoAi(hi) _
=1 i-1
Their solution is based on filtration of subsetsiregers ‘ Zni
with adherence to the following conditions: _ ZH N _| ielk _ (n) (35)
ERU qui m
(nizm)=[n;=(r=m) e
(ni<m=[n;=(;=n;)] (28)
Adherence to the conditions
Components of the set
(ny) (n,)
—\  — — A, AV =0
L= [Lr g oL, o xolry) (29) A
“ (ni) n
are grouped into row vectors of mattik Adherence to the v NumSed(m) U° A :[m) (36)
conditions is checked by summation of elements atrim =

rows:

h=H-L 1 - 1 (30)

Filtration of rows ofH is made on the basis of the following I

conditions:

[h]- O?Zk:[ﬁ Ji #mi H OB = QN2 N2 N (31)
i=1

proves the validity of the algorithm of partitiogig32).
Using (1) and (3) we shall find address model flarcation
of information contained in the initial informatiomatrix

(nxn) :
Adr%(l (=n) ):>

= pPerm* {Z(p Accom(R) * [(// NumSec(v) * (ﬁ)v]} (37)
v=1

Elementsq; are used as parameters of operators (6) thatElements ofl ™" in some problems can be expressed as

form the address graph model [3], [4]:

w NumSec(q,) * {Al‘“ﬂo Ao A )}:

:l{//NumSec(qi ])*Al(nl)Jxol‘//NumseC(qi Q)*Al(nl)JXO"'

k
---><<>[;//NumSec(qi 0 * Al(”k)]; Zqi i=m  (32)
j=1
For the whole set of rows of mati@we have:

uxl\lumSec(rr)*{LkJoAi ‘””}:» Us

i=1 9i€Q

i=1

k
Gi=wNumSec(ai)*{UoAi ‘”‘)} (33)

The number of component in each mat@x is equal to:
-1
|Gj|:(Hni!){qui!H(ni_qji)!} (34)
ielk ielk ielk
Applying the rule of sum and product to (32) anthgdhe

multivariate formula of Vandermonde's convolutidt8], we
find:
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function of positions numbers:

! r.:»i[qmccom[w f(r.1)]a;] (38)

i=1

In some computing algorithms, it is advisable te osulti-
level address models. In this case, coordinatetifume have
more complex form. They can be used to specify ipialt
positions which are reserved for accommodation blfoak of
decomposition. The architecture of decomposition is
determined by argument of the generating operatatrforms
the address graph model.

As it shown in [3], [4], such decomposition canused in
algorithms of rerouting and commutation of the mssed
information. They are applied also as means ofleeation
of computing algorithms [2] with the purpose of reasing
their noise tolerance. It can be improved, if iasteof an
address model with big dimension, decompositionmfro
models of lower dimension is used.

For example, instead of"®rder address graph models (32),
decomposition from'3order models can be used:



Scientific Journal of Riga Technical University
Computer Science. Boundary Field Problems and Coen@imulation

2010
Volume 45
b(456) x c (789) H WS R :>U gPerm(Lv)*h (42)
k
2(23) b457) x c(689)
.............................. TN @oF
b(789) x ¢ (456) R“:LKJ pPermly) "2, ®eb =
¢Pa'm (3’3’3) * (ﬁ) : ............................. : am ar :B *a
b(@24) x c(356) LKJ(DP @rg=by)"a (43)
289 b(@25) x c(346)
e R It leads to allocation of elements of repetitiolmwee the
b(@56) x c(123) eIemen.ts of qompo_nents of numerica_l sequence and to
expansion of dimension of the set used inthéh class. All

formed fragments are independent and the parailetiple of
(39) formation of positional address model is provided.
Recursive positional address models were examimgd]j
Here, letters designate partitions of the grapWhich third (6] [7]. As they are used in graph address mo@2i13, they
order local address models are placed. The method ge also advisable to be expressed as graphs.

decomposition allows to solve ill-conditioned prefms of The numerical sequences NumSec(m) * (Ln) possesses
identification with higher accuracy. The risks cented t0 the property of recursivity that can be used fos it
in this case. The number of independent graph feadsn partitions. Vertices of the partition are generatedording to
which can be processed in parallel mode, is dete&thi the principle of structure (21) in the followingrfiions also
according to the formula: difference sets. The algorithm of their formatiosn best
q _ represented in the form of a mechanism for genegatets
from points of ordered numerical series. Parametefrs
*) | — _ Im.! — Im.! .
|¢Gr( )| H ((n Z m)tm;)/(n Z; m)im;!) | (40) generated set are determined by number of grajlte®rand
i=

j=1 i=1 -
! ' parameters of numerical sequence:

j+1

In this case, a compressed information form carused
where the whole partition uses uniform model oftshing
from local addresses of components of differends sich N _—

:>U{ X°Ukji-kji+1 }
j=1 i

 NumSec(m) * (ﬁ) = GrafKc(n,m) =

come out of previous partition. Its structure isetmined by (44)

parameters of the matrix of specifids(13). Simultaneously
the model of switching is also a carrier for compats that
are lexicographically joined to the vertices of \pogis
partition. It is also formed from components of rerioal

The set of graph partitions is characterized bytoreof
maximal valuesd (™ used at formation of sets in partition.
The rule of formation of difference sets is definked the

sequence. ,
Graph models can be used for realization of aritiame EXPression:

operations which are made in its branches. For thaifiorm —_

positional models from local addresses based onessipns k j:>(k #Ud;d™=d;d,;d;=n-m+] (45)

(3) can be used:
Model (44) possesses recursive properties aneatlitons
m ! .
(N xm) . — of its formation are observed.
Dec :U {q/Accom(R, )® ¢Kc(v)*(1.n)} (41) Numerical sequencekch(n,m) are connected to (44) by
vl the transformation (9). Therefore, for them, thals should
be address models with recursive properties as eesy for
(44).
The rule of formation of difference sets is defirled the
In operators of formation of address models, vectolexpression:
consisting from components of decomposition of pesterm

IV. RECURSIVEPOSITIONAL ADDRESSMODELS

into a set of classes, designated by points of micaienterval, Ich(n,m) = Graf Ich(n,m) (46)
are used as arguments of generating operatoredetr class,
the carrier can be created as matixX**%) from k column —) .

k= (kd) (o dj=di=d=m (47)

vectors with dimensiorv . On the basis of the principle of
equal representation [6], [7], matrices of thesetmes can be
calculated for all classes of decomposition. Takimgo
account the linearity of the operator we have:

Second form of this model with reverse order ofreats in
graph branches can be used:
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Ich(n,m) "= Graf Ich(n,m) (48)

Applying the operatomp A of calculation of inter-element

differences in branches of graphs, the compondmiartitions
used in model (20) can be obtained:

pA* GrafKe(n,m) = Graf Part[m,(ﬁ)]:

= ¢ Perm|p Part(m) * (m.n)| (50)

Here, generation is based on application of theaipe of
calculation of inter-element differences in compuse
Components of the resulting matrix can be deconpdas®

classes depending on values of numbers that haea be

decomposed intm parts.

However, every class can be found on the basis of a

separate primary graph, in the initial vertex ofiaththe
decomposed number is placed:

Graf Part(n,m)= @ A* Graf (n,m) (51)

Graf (mn):k j; = (k j; =1).(M=]) (j.q) (52)

V.CONCLUSIONS

The developed address models for programming
computing algorithms possess high degree of foemgliand
regular and recurrent properties. It allows to tisem for
optimization of programs, which can reduce the amhoof
necessary arithmetic operations. Such models altow
transform traditional computing algorithms into @lighms
with parallel architecture. Depending on the chemamf
solved problem, this architecture can be changexibily by

using control parameters in  generating
Parallelization of algorithms allows to increaseeith
performance. This is an important advantage as

identification problems, it is necessary to procdamge
amounts of information in modes of normal functimmniof
technical objects.

The developed address models allow to derive degums
of computing algorithms in an analytical form. Téfare, they
have been used for proving some important facteértheory
of identification of dynamic objects. Such desddps can be
used for studying the properties of identificatialyorithms
and possibilities of their application in practi€n their basis,
conditions of occurrence of singular situationsalgorithms
can be investigated and methods for their preventan be

operato rg.l]

developed to exclude application of unreliablereations of
object's parameters.
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Genadijs Burovs. Identifikacijas uzdevumu risiaSanai pared#tu paralelo algoritmu izveides principi

Rakst piedivats skaitoSanas algoritmu prograndganu tehnisku objektu identifigijas uzdevumos veikt simbolisko adreSu njodel®. Taslauj optimizt

izstradajamas programmas samazinot nepiecieSamo atishko ope#ciju skaitu un sminot identifilacijas laiku. Piedvatie modéi ir matenatiski formalizti,

tiem piemt regubras un rekuiisas ipa3bas un tiem ir parala arhitekfira. Taslauj apstidat lielus infornicijas daudzumus &t laika tehnisko objektu
identifikacijai to darbbas norralajos reimos. Par@los adreSu modes piedvats izmantot skajoSanas algoritmu regulafizjai, kaslauj nowerst gandiz

degenettu sitlaciju, kas var rasties atsekis skailoSanas posmos, nepat ietekmi. Para&las arhitekiiras va@anai adreSu mots piedvats maint moddus

veidojoSo genegjoSo operatoru argumentu vektora parametrus. ddz $nodéu pamata iesgjams iedit analtiskas izteiksmes identifiicijas diferedu
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vienadojumu sistmu risiraSanas algoritmiem,akar citus teogtiskus rezulitus. Taslauj automatigt programmeairas izstides procesmemot \&ra risinama
uzdevuma raksturu. Monitoringa metotiij veikt programmu imitijas modeiSanu un ptit skaijoSanas procesa dinamiku. Haadjuma ir iesgEjams
nowertet algoritmu pielietojartbu, noteikt radusos genettu situaciju raksturu un veikt datbas to kompernSanai.

I'ennaauii Bypos. [IpuHIUNBI cO31aHUS NAPAJLIEIbHBIX BBIYHCIUTEIbHBIX AJITOPHTMOB /151 PelIeHHs 32124 UIeHTHHHKALHY

IIporpaMMHpOBaHHE BBIYMCIMTENBHBIX AITOPUTMOB B 3aJauyaX MHACHTH(OHKALMM TEXHMYECKHX OOBEKTOB MpeJIaraeTcsi MPOM3BOJUTH B IPOCTPAHCTBE
CHMBOJIBHBIX aJIpeCHBIX MOeneil. DTO MO3BOJISIET ONTHMH3HMPOBATh CO3/1aBaeMble IPOTPAMMEI B IEMSIX YMEHBIICHUS 00beMa apH()METUUSCKUX OIepaluid u
COKpaIlleHHs BpeMeH! uieHTHuKaimy. [Ipe/uioxkeHHble MO MaTeMaTH4eCKH (pOpMai30BaHbl, 00J1a1al0T PEryISPHBIMU M PEKYPCUBHBIMH CBOHCTBAMHU U
UMEIOT TNapajuie]bHyl0 apXUTEKTypy. DTO MO3BOJIAECT 00pabarhiBaTh OoybliMe 00BEMBI MH(GOPMALMU NPU HACHTH(UKALMH XapaKTEPUCTUK TEXHUYECKUX
O00BEKTOB B PEKHMax HX HOPMAIbHOH PabOTHl B TeMIe PealbHOTO BPEeMEHH AJpEcHbIC MapajulelbHble MOJEIM IPEIIaracTcs UCIONb30BaTh B KAa4eCTBE
CpPeICTBA PEeryisIpU3aliU BEUUCIHTEIHBIX aITOPUTMOB, YTO MO3BOJIIET M30€XKaTh HETATUBHOTO BIMSIHHS IOYTH BBIPOXKACHHBIX CHUTYallMH , KOTOPBIE MOTYT
BO3HHKAaTh Ha OTJEIBHBIX JTalaxX BBIUHCIUTEIBHOrO mporecca. i ynpasieHus mapajjielbHOH apXUTEKTypoil aJpecHBIX MoJeNnel Npeiaraercs U3MeHATh
mapaMeTpsl BEKTOpa apryMEHTOB IIPOM3BOJIIINX ONEpaTopoB, (GOpMUPYIONHX MoAend. Ha ocHOBe Takux Mojeneidl MOryT OBITh MONYYeHBI aHATUTUYCCKHUE
BBIP)KCHUS JUIS alTOPUTMOB PEUICHUS] CHCTEM Pa3HOCTHBIX YpaBHEHHH HICHTH()UKAMU U HEKOTOPHIE OPYTHe TEOPETHUECKHE PEe3yabTaThl. DTO IO3BOJSET
aBTOMATH3MPOBATh NPOLECC CO3JaHHs NPOrpaMMHOrO OOECHEYeHHs] C y4eTOM XapakTepa pelmaeMoil 3ajaud. MeToJ MOHHTOPHHIA MO3BOJSET MPOBOJMTH
HMUTAIMOHHOE MOJIEIMPOBAHME MPOrpaMM M HCCIIE[OBaTh AMHAMUKY BBIYMCIMTENBHOIO Ipolecca. B 3ToM ciydae HMeeTcs BO3MOXKHOCTh OLIEHUTH
PpaboTOCIIOCOOHOCTH AITOPUTMOB, BBISIBUTH XapaKTep BO3HUKAIOIHX BHIPOJKACHHBIX CHTYallMid U HPHHITH MEPHI UL UX KOMIICHCAIIUH.
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