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Abstract —The goal of this research is to explore and compare AQR learning strategy (Wang et al. [6]) are basedP&ISM

two fuzzy algorithms that extract modular IF-THEN rules —
Fuzzy PRISM and Fuzzy AQR learning strategy. The aitle
describes the historical need for algorithms obtaied in a
different induction process — it points out the wek spots of ID3
algorithm and the necessity for improvements. PRISMalgorithm
is proposed as an improvement to ID3 algorithm chaging its
principal induction strategy. Both algorithms examined in this
article are modifications of PRISM algorithm. This paper
provides step-by-step descriptions of both algoritims, a
comparison of the results acquired by both algoritms in
working with real data as well as conclusions andicections of
future research.

Keywords— fuzzy IF — THEN rules, modular rules, MPG data,
FAQR

. INTRODUCTION

In 1979 Ross Quinlan published his research (Quifld)
about ID3 algorithm (Dunham [2]), starting an exier use
of decision trees in classification and taking fing place in a
research (Wu et al. [3]) about ten most populaa daining
algorithms. Initially ID3 was used to describe chgame but
soon this algorithm was fitted for various field§he
extraction of classification rules from decisioreds is a
widely used technique. But also this approach has
deficiencies — acquired classification rules do abways
match the initial training data. The main shortcognof ID3 is
its inability to handle noise in input data, whigads to ever
new improved versions of ID3. Scientists have puivard a
hypothesis that the visualization of ID3 resultsrgsdecision
tree is the main defect of this algorithm and it be perfected
by radically changing the principal induction stgy.
Therefore some algorithms have been proposed tiaice
modular classification rules directly from the tiaig set
without the use of decision trees (Cendrowska [4]).

algorithm by (Cendrowska[4]).

The remainder of the paper is organized as foll&extion
Il examines both methods used in the research -—zyFuz
PRISM and Fuzzy inductive learning strategy. Sectlt
describes the data used in experiments. Sectiodidblisses
conducted experiments and their results. The &dian gives
conclusions about capabilities of the algorithmdd ahe
aspects of their working process as well as oudlutieections
of future research.

Il. METHODS

This section describes both studied algorithms zziu
Prism and Fuzzy AQR learning strategy step by stdps
gives an idea about induction process of each ittigorthat
provides rules.

A. Fuzzy PRISV

The fuzzy inductive algorithm for learning modulardes
consists of eight steps. Next we will describe dlgorithm in
detail. If the training set contains instances afrenthan one

class, then for each classificatigp:

i 1. Initiate a compleXC or initial rule set, which is filled
with zero values that are replaced with the esthbti
rules in the course of the algorithm execution.

2. Measure the fuzzy information gaih(dy |S), of the
classificationoy for each possible selectgy from the

training set:
1(6¢ 1S )=log 2[—H f&!ji )J =

log 5 (H (8 1)) - log > (H (5 ))

1)

In 1987 Jadzia Cendrowska publishes her researohtab where

algorithm PRISM that describes results as moduldesr
although it is based on ID3 algorithm (CendrowskB.[The
main goal of the algorithm is to acquire classiiiwa rules
directly from the training data set. To use a ds¢a with
PRISM algorithm, it has to meet the following crite

classification is mutually exclusive (there are no records with

equal values and different classebgre is no noise, that is,
every record is complete and correetery record can be
uniquely classified; there are no duplicate values; the training

set is complete, i.e., there are all possible combinations for

pairs of attribute valuegjata is categorical (if the data are
continuous then they are categorized). Both methwstected
in this article — Fuzzy PRISM (Wang et al. [5]) aRdzzy
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H (5k) antecedent fuzzy information;
H (5, | S;) subsequent fuzzy information defined as

follows:
Zugk(ej)’us' (ej) 10
H(515)=" - : H(5|<):EZU5|< (ej)’ @)
> usle)
where -

n is the size of the training set;
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€jis the j -the instance in the training set;

Step 4. Return to procedure GEN_COMPLEX to obéggt

Usi(€;) is the class membership value specifying to Which is a set of complexes that— cover SEED and

whatdegree instan& belongs to evenf, .
3. Choose a selectas; for which | (5, | §) is maximum.

4. Add selectors; to C and calculateB(0y |6) which is

defined as follows:
n

JZ;“c (ej )T Uski (ej )
JZ:.“a (ej )

Bls, |C)=

where

C. condition of the induced rule;

Ok conclusion of the induced rule.

If B(dy |C) is above the predefined truth levgl, then
execute Step 6; otherwise, create a new trainingnse
which each instance ig —covered by the selectors; ,
and go to Step 2.

Form the rule ,,IFC~3 THEN &) "

Remove all instances — covered by the rule IFC
THEN 6, " from the original training set.
. Repeat Step 1 to Step 7 until all instanedwlonging to

class g, in the original training set have been removed.

When the rules for one classification have beended, the
training set is restored to its initial state ahd &lgorithm is
applied again to induce a set of rules covering het
classification (Wang et al.[5]).

B. Fuzzy AQR Learning srategy
Input data — fuzzy positive and negative recordgpGrt data
— a fuzzy descriptiorR thata — covers almost all positive

records in thePﬁset and almost none of the negative records

in N .
B
Then the fuzzy training algorithm AQR is descrilstep-by-

step to assess its capabilities:
Step 1. The initial empty sﬁ is introduced.

Step 2. The following steps of the algorithm shobédtaken
until R a —cover all positive records from training sE}g

(whereJ€e Pﬁ,e cza R) with rules. When all records are
covered, the algorithm stops and returns the catiedl

value of R.
Step 3. Choose SEED that is a positive record whichot

o —covered b)ﬁ and that has the highe@tﬁ(é) of all
positive records.

95

a— no (where

VG eCoy, YEEN,, SEEDE, G &8, G).

cover negative  records N 8

Step 5. Choose a compleébﬂ, which has the highest

U~ -

5,5 values in the sélq .

Step 6. AddC—Ebest as an addition disjunction té (where

R=Rv ébest) and then go to Step 2.
Next, a step-by-step description of procedure
GEN_COMPLEX is given; as a result of this procedtire

éset is acquired.

Step 1.Cset is assumed to be a set of simple selectors that
a —cover SEED.

Step 2. Until at least one compl€y o —covers negative
records Iqﬂ (where 3C; eCy,3€e Ny €, Cp)
continue with the foIIowmg steps.

Step 3. Choose th@ with the Ieaserxdude(C ) value in

the setCSet .
Step 4. Choose negative instagce which has the highest

possibleU g (€) among thosex — covered bij .

Step 5. Specialize all complexes in tﬁ‘g‘eset data set to

a —not cover negative record€ using the following sub-
steps:

a) Let § be a data selector set that-cover SEED,
but does not cove® .

b) Let éset be a data se{ffj /\§K‘6j eold 6set,

5,5}

¢) All complexes that are included in other compbx
are removed frorTCSet (if Ci is included |nC

UV+V (C )

andU;

Cut) -

Step 6. Remove the worst complexes fr@.‘rga until size
CSet <6

Fv-@) 2 then removeCj from

- level defined by user (Wang et al. [6]).

Miles per gallon data set is also frequently usedalving
classification tasks. When an algorithm is appliedeach
record (car), it is necessary to identify its memsh@ class to
good or bad fuel economy, i.e. determine whettaaras fuel-
efficient or it is not. Another thing to examine mmiles
traveled using one gallon of fuel.

USED DATA SET
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TABLE |
DATA SET DESCRIPTION
Number of records: 398 Attribute name Value
Missing values? Yes Miles per gallon Numeric value
Number of records used in research: 392 Cylinders Predefined categorical value
Field: Nature é Displacement Numeric value
Attribute data: Real % Horsepower Numeric value
Data added: 07.07.1993. § o Weight Numeric value
Class L - (goody é Acceleration Numeric value
Class S - (badj < Model Year Finitecategorical value
1 22 and more miles per gallon Origin Finitecategorical value
2. 21 and less miles per gallon Name String of symrtézlsédunique for each

m S

¢ L

1500 2000 2500 3000

3500

5000 WEIGHT

4000 4500

Fig. 1. Miles per gallon data set

Analogical measure in Latvia would bethe amountued (in
liters) that is needed to travel 100 kilometerse Bhiginal data
set does not contain separate class labels bunberus given
that represents the number of miles traveled usireygallon
of fuel. Fuel consumption when travelling 100 km swa
calculated using data conversion tool.

As a result, two classes were identified — L foodduel
consumption level that is 22 miles per gallon anoken(10
liters per 100 km and less) and S for bad fuel gongion
level meaning 21 miles per gallon and less (11difger 100
km and more). A detaileddescription of this dataisgiven in
Table 1.

Researches that were done previously (Gasparovicd. e
[8], [9]) give a more thorough inspection of the GBIRata set
and determine the most relevant attribute in tlgs s the
Weight attribute. The depiction of the data setoading to
this relevant attribute can be seen in Fig.1,wisicbws that in
this resolution both classes significantly overkapd fuzzy
techniques that can process fuzzy data are reqtiredork
with such data.

IV. PRACTICAL EXPERIMENTS

This section describes the experiments performeldtlaeir
results as well as provides conclusions about dBipes of
both algorithms working with the type of data thatve one
relevant attribute as Miles per gallon.
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A. Fuzzy PRISM

All experiments carried out using this algorithme ar
summarized in Table Il. It shows that the experitaaran be
divided into two groups based on the number ofrirtis the
attribute was split into. Many experiments were duwted
using the data set that has the attribute split iwb intervals
to determine the changes in results that arise fthanging
the parametel, which is the truth level defined by user, and
that is compared to fitnessof a rule. Experimelnés used 342
records for training and 50 records for testingenedirried out
with the following g values -0.95;0.9;0.8;07. When
comparing the results one can see that the beslt neas
obtained wheng =0.9 resulting in 0.54 accuracy.

The next experiments were conducted using a sightl
different split into training and test sets — adiogly 277 and
117. Two experiments were conducted dividing edtibate
into two intervals and two using the attributesididd into up
to six intervals. The best result 0.33 for two intds was
achieved withg = 0.8, which of course is not a good result
for classification. Therefore, each attribute wadded even
more — into three to six intervals. As can be s&em the
results, the performance was improved significantigching
0.918 in three-fold cross-validation, which is cadesably
higher than the previous accuracy 0.54 that wasewed
using the data set with all attributes split inkmtintervals.
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TABLE Il
Fuzzy PRISMALGORITHM WITH MPG DATA

(2]
% o B Trasigitng Tess;itng Ir::(l:ect)srrs?f(i:::lé, cla’:g:‘ied glgggi(f:itel:)é Accuracy Comments
IS examples at all examples
05| 0.95 342 50 8 24 18 0.360
05| 0.9 342 50 13 3 27 0.540 Using importance
o 05| 0.8 342 50 21 3 26 0.520 Using importance
E 05| 0.7 342 50 22 3 25 0.500 Using importance
05| 0.9 277 117 16 77 24 0.205
05| 0.8 277 117 33 46 39 0.333
© 05| 0.7 277 117 11 0 106 0.906
o 05| 0.7 262(260) 130(132 8 0 122 0.918 Three & ¢obss validation

The overall conclusion is that although this mettaldws

0.6, and 0.7. The best result was achieved usihgeva.5

choosing various levels g, its value should not be less thanmaking it the best choice for further experiments.

0.7 because it would decrease validityof a rule dhe

The second group inspects various values of caefiics

accuracy would suffer from several rules classiyihe same showing that changing this coefficient does noluigrfice the
record, resulting in additional classification wddkdetermine end result; further experiments usgdvalue 0.5.

the rule whose classification is more important
B. Fuzzy AQR Learning srategy

This strategy has four different parameters whoskies
can affect the result «, 5,8 ,y. Al results from the
experiments using this strategy are summarizedbieTlIl.

TABLE Il
Fuzzy AQR LEARNING STRATEGY WITHMPG DATA
Train- In-

o p [O6]vV ing Test | correct Correct Accuracy
05/ 05/5]|5 50 344 38 306 0.890
04| 05| 5| 5 50 344 39 305 0.887
06| 05| 5| 5 50 344 45 299 0.869
0.7 05/ 5] 5 50 344 54 290 0.843
05| 04| 5| 5 50 344 38 306 0.890
05| 06| 5| 5 50 344 38 306 0.890
05| 0.7/ 5| 5 50 344 38 306 0.890
05| 05| 4] 5 50 344 38 306 0.890
05| 05 6] 5 50 344 38 306 0.890
05| 05| 5| 4 50 344 38 306 0.890
05| 05 5| 6 50 344 38 306 0.890
05| 05| 5| 5 60 334 38 296 0.886
05| 05| 5| 5 70 324 36 288 0.889
05| 05| 5| 5 100 294 31 294 0.904
05| 05| 5| 5 150 245 138 107 0.437
05| 05| 5| 5 200 195 28 167 0.854
05| 05| 5| 5 277 117 15 103 0.879
05/ 05/ 5|5 300 95 ) 90 0.947

They can be divided into five groups. The experitaesf
the first group examine the influence of parameteralues
on results; experiments were performed using valués0.5,
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The third and the fourth groups of experiments eram
changes in values of coefficients,y and their effect on
accuracy. Such effect was not observed, therefahees of
these coefficients were left unchanged, i.e. etuél

The fifth group includes experiments with differeizes of
training and test sets beginning with 50 recordstifaining
and ending with 300. The obtained results are aatequhe
only surprise is that the classification accuracigthwl50
records for training was so low — 0.437. It coutdxplained
by many complicated records falling into test st alowing
the classifier to learn how to classify them. Thesthresult of
this group of experiments was achieved using 300rods for
training leaving 95 for testing, 5 of which weresaiassified,
making the overall accuracy so high — 0.947.

V.CONCLUSIONS

In this work a data set for experiments was founthe-
Miles per Gallon data set; it was analyzed in dedaias to
determine its structure and composition and toiptgubssible
problems (overlapping in some intervals). It ddsesiworking
principles of each algorithm step-by-step. Volumiso
comparative experiments were carried out using both
algorithms.

As a result, one can conclude that FAQR shows highe
accuracy results than Fuzzy PRISM in the case ofdasses
and two intervals for each attribute. Thereforeintprove the
results, the initial attributes were divided intarrmower
intervals,which can be seen in the lower part ef Table I,
where the split into up to five intervals gives igngficant
increase in accuracy.

But for such a complex data set as MPG is, whehgegan
different intervals overlap a lot, the best resalts achieved
using FAQR algorithm, although its computation tiileea lot
higher than that of Fuzzy PRISM algorithm, where
calculations are made in a second, whereas FAQ&sngeto
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half a minute for calculations. Thus, the requirataefor
computational resources and possibilities of usitige
algorithms in a specific area should be taken aswount.

VI. FUTURE RESEARCH

Directions for future research are related to usithgr data
in work with both explored algorithms. This wouldloav
testing and defining capabilities of the algorithansd their
specific features that can emerge when they ardiegppo
different data sets. Experiments using bioinfornsatiata sets
are planned; the data sets are very complex bec¢hegéold
a large number of attributes and a small numbeeodrds at
the same time, complicating the classification pesc(Golub
et al. [10]).

Investigation of related methods that are able l&ssify
fuzzy data can also be included in future research.
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Latvia. Bin

Madara Gasparovi¢a, Ludmila Aleksejeva.lzpliaduSo algoritmu pielietoSanamodudro likumu iegaSara

Si darba rarkis ir izpetit un saidzinat divus izpliduSos algoritmus, kas i@gt moduiros JA — TAD likumus — IzgiduSais PRISM and Izpdu3ais indukvas
apnicibas algoritms. Dathapraksita af vesturiska nepiecieSafiva Ec citadaka indukcijas procesiegitiem algoritmiem — aprakias ID3 algoritma 3jas
vietas un nepiecieSaba [Ec uzlabojumiem - PRISM algoritms tiek pidts ka ID3 algoritma uzlabojums, mainot pamata indukcgasatgiju. Abi Saj darta
apraksttie algoritmi ir PRISM algoritma modifiicijas. Saj darta dots abu algoritmu apraksts, pdiesm, apraksta daria izmantojanra MPG (Nobraukis
judzes ar galonu bemmm) datu kopa. Veikti eksperimenti ar abiem algoiem un sabizinati to iegitie rezuliiti darta ar MPG datu kopu.Veikti padmati
petjumi par daZdo lietosija koeficientu izmaiu ietekmi uz gala rezaltu. Seciats, ka vismaz MPG datu kopaérd nemamu rezufta uzlabojumu dod tikai
viena koeficienta $ izmanas. Rezultta redzams, ka FAQR watla augstkas precizites rezulitu, neld Fuzzy PRISM divu KSu un divu interglu gadjuma.
Tapéc, lai uzlabotu rezuitu, sikotrgjie atribati jadala liekka skai intenalu. Tormer &dai saregitai datu kopai, & MPG, kur \értibas dazos inteflos ir
diezgan prklajoSas, torar labakus rezulitus uzada FAQR, lai gan arskaifoSanas laiks krietni ligks, ki Fuzzy PRISM algoritmam, kur &gkini notiek
sekundes laik turpret FAQR rkina lidz par pus miitei. Tadgjadi, janem \era af algoritmuatrdariiba un iespjas tos pielietot konktai probEmsferai. l1zdatti
secirgjumi un doti rikamie iespjamie [Etijumu atistibas virzieni.

Mapgapa I'acnaposuya, Jlronvmnia Anexceepa. [IppMeHeHre HEUETKHX aITOPHTMOB /ISl BBIBO/IA MOAY.JIbHBIX NPABUJI

Llenbto naHHOM pabOTHI SBISETCS WMCCIENOBAaHUEC M CPAaBHEHHME IBYX HEYETKUX aJfOPHTMOB, IO3BOJIIONIMX IONYydYaTh MOJyJbHbIC mpasuia “Ecmu ... To"
neuétkoro anroputMa PRISMu neuérkoro anropurma uaayktuBHOro odydenus AQR. B pabote ommcana ucropudecku 000CHOBaHHAS IIOTPEOHOCTE B APYTOM
moaxofe K IpomecCcy HHAYKIMH — OIpeleleHbl ciadble cTOpoHbl amroputMa ID3 u TpeGoBaHHSA IO €ro YIydIICHHIO. AJTOPHTM IPEITIOXKEeH Kak
yCOBepIICHCTBOBaHNE anroputma |ID3 myTéM NpUHLMIHAIBHOTO U3MEHEHMsS cTpaTerud MHAyKnun. Ob6a anroputMa sBISIOTCS MOIUGHKALMAMH alrOpHTMa
PRISM. [lana xapakTepuCTHKa aqrOpuTMOB M OMKCAHWE WX JCIHCTBHI IO IaraM, a TakXKe OINHCaHHE MHOXecTBa HaHHBIX MPG (paccrosHue B mMmisix Ha
rajuion). IIpoBeneHbl SKCHEPHUMEHTHI C OOOMMH airOpUTMAaMH ¥ CPaBHEHBI PE3YJbTATHl, IIOJTyYCHHBIC Ha MHOXKecTBe HaHHBEIX MPG. BrimonHeHb
JIOTIOJTHUTEIHbIC MCCIICIOBAHNS 110 BBISBIICHHIO BIMSHHSA M3MEHCHHIA 10Ib30BaTeIeM Pa3lIMYHbIX KO3()(QUIHEHTOB Ha KOHEUHBIH pe3yibTaT. KoHcTaTnpoBaHo,
4T0, 10 KpaiHeil Mepe Uit MHOXKecTBa JaHHBIX MPG, cymecTBeHHOE yiTydIeHre pe3yIbTaToB JaeT H3MEHEeHHEe TOIbKO ogHOro kodddunuenta B. B pesynsraTe
JIOKa3aHo, 4TO B CIydae JBYX KJIACCOB U JBYX MHTepBaoB HeueTKuil anroput™ AQR maer Gonee ToUHBIH pe3ynbTat, yeM HeuéTkuil anmroputm PRISM.ITostomy
JUISL yTy4IICHHs Pe3yJbTaTa UCXOAHbIC aTpHOyThl HEOOXOAUMO Pa3/eiATh Ha OOJIbIIee YUCIO MHTepBaoB. OIHAKO IS CTONb CIOKHOTO MHOXECTBA JTaHHBIX,
kxak MPG, rie oneHKH B pa3NIUYHBIX MHTEpBalaX B 3HAYMTENBHOHM CTENICHHU IEPEKPHIBAIOTCA, JMydIHe Pe3yldbTaTsl JaeT Bce-Takd HeuéTkuil anroput™ AQR,
HECMOTpS Ha TO, YTO BPEMsI BEIYHCIICHHS 3HAYUTEIBHO 00JbIe (I0 MOMyMHHYTHI), 4eM y Heuérkoro anroputma PRISM, e pacders! BHIMOMHSIOTCS B TEUCHHE
cekyHnpl. TakuM oOpasoM, mpu monbope aaropuTMa CIeLyeT YYMTHIBaTh UX OBICTPOICHCTBHE M BO3MOXKHOCTH NPHMEHEHUS B KOHKPETHOH IMpPOOJIEMHOI
obmactu. ChopMyInpOBaHEI BEIBOIBI, PEKOMEHANNH H BO3MOXKHBIC HAIIPABICHUS JAIbHEHIIINX UCCIICJOBAHHIA.
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