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Abstract — This paper overviews various approaches to the
problem of detecting anomalous behavior within theframework
of intrusion detection systems using non-signaturbased
methods. Each described algorithm has different undéying
approach but they all show effective results in theroblems of
assessing the availability of the wrongfulness ohé actions of an
authorized user inside an information system.

The techniques discussed in the paper use Markov Cims,
Hierarchical Hidden Markov Models, algorithms for filtering

noise in the signal in the intrusion detection prolem, as well as
methods based on ontology and agents. Finally, tlexperimental
system developed at Caldas University, Colombia isonsidered
that uses a lot of different approaches aimed to arease anomaly
detection efficiency.
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|.INTRODUCTION

In today's information society, the task of ensgirin

information security is one of the most importahhere is a
whole class of intrusion detection systems (IDS$grousing
very sophisticated algorithms to detect and prewetntision
into information systems [1,2, and 3].

In [4] several types of intrusion classification,particular,
by the levels of the analyzed data, are presepecifically,
four levels are distinguished to analyze the atstivior
anomaly detectionnetwork operating systemapplications
and data Most of these systems analyze data at all levkls
information exchange, from network to applicaticaydr.
However, the higher the level, the more the modelgt
depend on the specific application. For example,thet
network level it is sufficient to analyze the TCRgnsmission
Control Protocol) packets, whereas at the apptioagvel the
context of user interaction with the system halsedaken into
account.

In addition to classification by levels of data bsés, IDS
can be divided on the basis of analysis of the as#wity.
There are methods for detection of misuse (Misuste®ion)
[5] and abnormal activity (Anomaly Detection). Inth cases,
illegitimate activities of authorized in target &% user are
discovered. In the case of misuse detection systeans
approach is used that is based on the patternsovifrk attacks
(Signature-Based systems (SBS)), in the other cdbe
detection of anomalous activity is based on asitesii model
of wuser behavior (Statistical-Based Intrusion Dédtec
Systems (SBIDS), which is used to analyze useor&ti

One of the biggest disadvantages of the SBS apipiiedbe
difficulty in detecting new types of attacks, deliing new
signatures and updating the model parameters. rim the

SBIDS approach enables researcher to properly paiize
behavior model and analyze not the base of attsigk&itures
prepared, but the user behavior itself. Howevas, alpproach
is much more difficult to implement because of tiiculty

to formalize it and uncertainty at the stages glustthent,
learning and use.

Il. PROBLEM

This article discusses non-signature-based mettfods
detection of abnormal activity as more flexible gudentially
more effective ones [6]. Most of the methods usedhe
construction of such systems allow one to evaltlzedegree
of anomaly of user behavior.

Currently, there are a large variety of methods for
constructing the model and evaluating its effectess. The
main objective of this article is to review the mosmmonly
used approaches.

We consider the following approaches:

Interpretation of user behavior as a signal, inchhi
case his usual behavior can be filtered out aserenisl
anomalous considered as signal [9].

Intrusion detection based on the use of agents [7].
Ontologies rule in anomaly behavior detection [8].
Using the Hierarchical Hidden Markov Models
(HHMM) [10].

Construction of user action classifier based on the
Markov models [11].

The prototype system combines several approaches
aimed to improve the total efficiency of intrusion
detection.

A. User behavior as a signal

Using techniques of time series analysis in theblgra of
detecting anomalies, normal user behavior is in&teg as a
noisebut anomalous as a signal (see Fig. 1). Thigring
algorithms for signal strength measurements (anousal
behavior) are used. If the signal level is aboveeatain
threshold, then the corresponding action is dedlass
anomalous.

This approach reduces the number of false positb8s as
"normal” behavior is filtered out and is not used the
assessment.

The algorithm considered in [9] is a model of usehavior
in the form of a Markov Chain (MC). The session user
interaction with the system, consisting of singletians
(steps), is not fully analyzed, but only part of-ia sliding
window size of @ symbols (single user transactions in the
system). Here, thecomparison with already existiage of
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examples of normal behavioris mad. For each
usertransaction, the minimum Hamming distance fbithe
steps from the database is calculated.
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Fig. 1. Anomalous behavior as a signal

The model of user behavior is represented in thm fielC
M = (S, p), for each step thealue of the metriier € [0,1]
is calculated denoting the presence (or absence)arhalies
in the behavior. In this case, the stochastic meagaodel it
represented in the forrfH , A), whereH @ - vector history
of previous steps,A - anomalous values. Then filterii
purpose is to remove from H .

At the moment, the possibility of using this apmioas
being studied for thedetection of abnormal activity. Ti
authors plan to conduct the effectiveness and coatiga
analysis othe approach in the future wa

B. Hierarchical Hidden Markov Model

Hidden Markov Model (HMM) [12]$ a Markov model, bt
having a set of unknowparameters. In this case it is requi
to determine the values of unknown parameters ditian
probabilities), based on the known presented veesalSuct
structures are often used in problems of machiamieg, for
example, in pattern recognition.

Hierarchical HMM is an extension of the idea of HMM
represent models with a hierarchical structure. HiH4 a
structured multievel stochastic process. HHMIis used for
handwriting recognition [13]andisual recognition of actio
[14].

For a more formadlefinition of HHMM let us introduce th
following terms:

2. - finite set of states.
Y -all possible combination. .
q'(de{l,.., D}) - state with indexat the level od.

|q" |: - the number of child states, for the root can wg® .

In HHMM, transition between the states at the same le»
called horizontal transaction, between differ- a vertical
transaction.

d d d -
AT =(a"):g" = P |
horizontal transactions from stdtéo j for the subset of nodt
qd
qu ={z%(q"} { P q*1 qf} - vector of initial
probabilities for a subseﬂ{d .
B ={b"(K}: b k = Po| d) - probability that
the statqu gives symbolo, € 2.

probability  of

Based on this, HHMM can be described in the foltoy
form:

ﬂv:{/iqd} defl,..,D} :{{ A(}d de(l,..,D&{ md de[l,..,’é BFD

At each level (except the root) there ifinal state, after
which the process moves to the parent for this etub&the
state. This condition allows the use of recursilg@i@thms on
HHMM.

Example topology HHMM is shown in Figt 2.

Fig. 2 Topology of a simple HHMI

Detecting anomalies can be interpreted as a probfetime
hierarchical nature. Used by user softwis distributed by
type of functionality, the software themselves asing systen
calls at different levels.

The most important component of the algims using the
HMM, is the calculation ofhe unknown characteristics of t
model; for that task the Bat-Welch [13] algorithm is used.

In [10] it is emphasized that as a result of restins
imposed on HHMM time complexity for calculating t
anomaliesii the network equa O(NT?), whereN — number
of states,T — number of considered transactions at each
At the same time, similar, but based on HMM aldorithas
the complexityO(N°T) .

As an example of this afoach to the problem of intrusion
detection [12],the use of thre-level HHMM on statistics of
real data - system calls &fNIX - server of the University of
New Mexico (UNM)s examine.

At the stage of training, the algorithm of Be-Welch is
used forcalculating the values of hidden parameters of
model. Then, a base of system calls for analysisiistructed
The third stage is testinghen thesliding window test is used
on the test data the analyzer, which returns a sequenc
data and caldates for each sequence similarity with the
sequenc®. The probability of anomaly P(O|A) is
calculated depending on the desired thres

For the same test data a classifier is createdchvhges i
simple HMM, and the accuracy the analysis is compared
with the results of HHMM. In order to be able tamuare the
numerical data, overall response receiv operating
characteristic (RO®as calculate.

Fig. 3 illustrateghe accuracy of abnormal actividetection
for both methods.

The closer the result to the upper left cornethef¢hart, the
more accurate it is. It is evident that the corred test data
method using HHMMshowed lightly better results.
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Fig. 3. Comparison of the accuracy of HMM and HHMM

C. Ontologies in the problems of anomaly detection

Most attempts at classifying types of intrusiondoin
information systems are created as a result ofakenomy of
attacks distributed on several grounds. The regutixonomy
is difficult to use in other systems, other thaasth for which
it was designed. This limitation cannot simply be
circumvented by using the taxonomy to store infdroma

about the interaction of elements.

To prevent similar developments on the classifizatof Fig- 4- The upper level of abstraction of ontology

intrusion methods and attributes, more flexible Ispahe As an example, detection of the famous "Mitnicka&"
ontology[15] should be used. [18] is used. It consists of a series of attackdifierent levels
Creating the ontology of signs of the intrusionlvallow  and cannot be comprehensively interpreted as typs,
using it in different programs (the separationagfit intrusion  only components. However, using the central ontploged
detection systems (IDS) and the data model) of mach |ps producing different levels of monitoring, agsence of
interaction in automatic mode, that is, the progwithbe able  3jarm messages can be combined into one specialiEdor
to use the terms of the current problem domain autha  exactly this type of attack.
specific setting and attracting experts. It alsloved you to
create distributed IDS, when a central ontology queries to

D. Agent-based approach to intrusion detection

itare used. In [7], a method for detecting intrusion to an imf@tion
In [4] an attempt to create such ontology and nesfts System based on the use of agents is describedovérall
effectiveness is described. structure of the approach is shown in Fig. 5.

Ontology is based on the previous studies, whaseisito
classify signs invasions. Also the language forcdbsg
ontology, DARPA [16] and tools for working with the
constructed model - DAML-JessKB [17] areused.

When creating the considered ontology about 40fiérdnt
types of attacks to information systems were armalyzlso
the existing researches were reviewed, and sortteenf were
included as integral parts of the final ontology.

Key attributes of the created ontology are showRin 4.

The main categories of the model are:
e System components (most often attacked). Consists o
a stack of network protocols, operating system and

User, input

applications.
e The essence of the attacks. It consists of thelatidin Information system
errors of entered information, a buffer overflowroe

of handling boundary values of such input data anglg. s. The overall structure of the interactioragénts
unexpected information.

e Consequences of the attack. As a result, a defial \R/
service attacks, unauthorized access and losswaicyr
may occur.

e The position of attack. Separation of #wderna) local
andforeign / local

Lower levels of abstraction provide a more detaile

This system is based on open tools for creatingtimul
ednesday COUGAAR [19]. Using COUGAAR allowed the
authors to focus on the core logic of the systeraking the
technical implementation of agents and protocols tfeeir
interactioneasier.

d The system is based on the interaction of four &gen

description of its components. For example, theeny of '0cated at various levels of data exchange and thege
Service has these subsites:Syn Floods, MailstoRirgs of Carrying out the monitoring of current activities.

Death, and all the other main types of Denial ofvise * Manager agent - is the focal point of action ofesth
attacks. agents. Its main task is to manage the tasks aadldas

between the other agents. Also, in the case dftaldited

109



Scientific Journal of Riga Technical University
Computer Science. Information Technology and Mansge Science
2010

Volume44

environment, the agent manager communicates weh th Most analysis is done using the agent-based apiproac

agent managers in other nodes.

e Decision agent - is responsible for making decisianout
the level of the current anomalous activities beingymptoms of attacks and recommended appropriap@msss,
analyzed. It contains a variety of analysis moduseeh ontologyis used. Communicating agents with ont@egivere
as a module of fuzzy logic, classifiers and a datebThe implemented using OWL
module fuzzy logicis used because often the differenc§21language]).

similarto that described above. Agents exchangerimdtion

in theIDMEF format. To present knowledge about the

(Web Ontology Language

between "normal" and "suspicious" behavior haslearc
boundaries and methods of fuzzy logic can signifiiga
reduce the number of false positives.

e Action agent - reports on the status of a targestesy

using a specialized language messaging IDS IDMEF
In

(Intrusion Detection Message Exchange Format).
addition, the agent of action gives its recommeindaton

possible further action (for example, to complete t

process, prevent user access to the system, tomirtfee
administration).

e Monitoring agent - collects all information necaysto
analyze by decisions agent. Operates at all levethe

analyzed system. To increase the effectivenesshisf t

agent, a specialized module describing the cusebject
area might be used.

Example of system usage

Reaction
Agent

()
-

Attacks Ontology (OWL)
TCP Packets Captured

Sensor
Agent

Analyzer
Agent

402 Neurons 450 Neurons

input Layer hidden Layer Reaction Ontology

(OWL) Rules Signatures

‘ Clustering K-means ‘

Normalization
Cadification

Fig. 6. The overall structureofmodule interactiorOntoIDPSMA

[0.1]

OO0

NMQ
e

Each type of input data (the headers of packe{$niiérnet

1. The user requests some information, and the managghiocol), the requested ports, data types ancdgots, etc.)

agent sends it to the monitoring agent for analysis
2. Analysis agent begins to collect current informatfoom

were further classified using the method of K-meaimes result
of classification for all parameters normalized ded to the

all available levels and analyze it to determine thinput of neural network, which finally gives thesudt - the

presence of its deviation from the norm.

3. If any deviation from the norm is detected, the lgho

context is sent to the decision agent.

4. Decision agent involves its analysis modules, sash
fuzzy logic module or other classifiers for ideyitify the
level of the anomalous of the current context.

5. The result of analysis is sent to the action agehich
sends its opinion to the manager agent in the fooftne
object IDMEF.

The system was successfully tested on several typest
attacks, and showed good results - in some tesscd90%
invasions were found.

E. Combining the above methods

In addition to the methods discussed above theranis
interesting example of joint use of various tecbgas of
intellectual data [20] for intrusion detection.

As part of creating experimental
(Ontological Intrusion Detection System and Preient
Multi-agent system) developers from Colombia Unsitgr of
Caldas decided to use different technologies &t reifit stages
of the analysis of current situation.

The overall structure of OntolIDPSMA is depictedHig. 6.
All the incoming TCP packets pass through severaes of
analysis using different technologies, and as altetDS
issues an opinion on the possibility of its adnaissnto target
information system.

presence of anomalies in the analyzed query.

I1l. CONCLUSIONS

Nowadays, the increasing rates of growth of infdroma
systems make the use of the descriptive approasttrtsion
detection even more difficult because up-to-datenmlex
programs have diverse possibilities of impact eandystem.

As a result, non-signature-based approach to iotus
detection, which can detect new types of attackbeicoming
even more topical.

Various methods for constructing statistical modéds
analyze the state of the system and user behawist. e
However, since it is difficult to formalize the flem, an
approach that would have a distinct advantage othars and
could be used in systems-level enterprise is naisget.

In this paper some of these methods are descritech is
significantly different from the others and hashstrengths

IDS OntolDPSMAand weaknesses.
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IaBea Ocunos, Apkanuiibopucos.MeToabl 00HAPYKEHHSI AHOMAJILHOI'O NOBEIEHHUSI HE OCHOBAHHbIE HA A0 I0HAX

B crathe aHaIU3UPYIOTCS OCHOBHBIC METOIbI, MCIOJB3yeMbIC B 3ajauyax OOHApYXECHHs BTOPXKEHHI B MH(MOPMAIMOHHBIC CHCTEMBI. AKTYaJbHOCTb METOJIOB
0OHapyKeHUSI aHOMAJIBHOTO IOBEICHUS, HE OCHOBAHHBIX Ha IA0JIOHAX,00yCIOBICHA 3HAYUTEIBHBIM YCIOXKHEHUEM COBPEMEHHON MH(OPMAIMOHHON CpeJbl,
KOTOpOE HE TO3BO/SIT W janmbhie 3((GEKTHBHO HCIOIb30BAaTh OMHMCATENBHBIH IOAXOA K OOHApY)KCHHIO BTOPXKCHHH M aHOManbHOro mnomexeHus. C
HCIIOJIb30BAaHUEMHOBBIX MHTEIUICKTYaJbHBIX METOAMK C 3JIEMEHTAaMH CaMOOOYYEHHs M HCKYCCTBEHHOIO HHTEIUIEKTA IOSIBISETCS BO3MOXHOCTh B PEXHME
peaJbHOTO BPEMEHHU OTCICKUBATh M pearnpoBaTh Ha HOBBIE TUIIBI aTak. PacCMOTpeH moaxo/, TpaKTYyIOUIHi HOpMalIbHOE MOBEICHHUE MOJIb30BaTeNs KaK IIyM, a
aHOMaJIbHOE - KaK CHUTHal. B 3TOM ciydyae mosBIsieTcss BOBMOXHOCTB HCIIONB30BATh XOPOIIO HCCIIEIOBAHHbIC aITOPUTMBI 00paOOTKH M (HIBTPALMH CHIHAJIA
MPUMEHUTENBHO K MPEAMETHON o0nacTh oOHapy)KeHUs BTOp)KeHHH. MccienoBaH MOAXO[, MCIONB3YIOIIMN CKPBITBIE HEpapXUueckue Mozend Mapkosa mis
MPEACTaBJICHHS 11a0JI0HAa HOPMAIBHOTO TOBEICHUS MOJb30BaTeNs. MMes Takyro MOJENb, BO3MOXKHO B JalbHEHIIEM HCIIOIB30BAaTh & JUI aHANM3a HaJU4us
AHOMAJIBHOCTH JJIS1 KQXKI0TO MOCIIEAYIONIEro JeHCTBHUS MOIb30BaTeNs B cUcTeMe. Takke OMUCaH OMBIT ITOCTPOSHHSI OHTOJIOTHH NMPU3HAKOB BTOP)KEHHH, KOTOpast
MO3BOJIUT ABTOMATH3UPOBATh OOMEH 3HAHMSAMHU MEKIY Pa3IMYHbIMH HHTEIUICKTYyalbHBIMH CHCTeMaMu Oe3omacHocTd B Oyayuiem.Kpome sToro mcciemoBana
BO3MOKHOCTh MCIIOJIb30BaHHSl areHTHOTO IMOJXOJa A OOHApyXKCHUs BTOPXKCHHM, MpEAJOKeHa o0luas MOJeldb B3aMMOJCWUCTBHS areHTOB.B 3aximoueHue
NpUBEAEH NPUMEp CO3AAaHUS DKCIHEPHUMEHTATbHON CHCTEMbl, COBMCIIAIONICH HA pa3lIMYHOM ypOBHE MOHHUTOPHHTA Pa3HbIC MOAXOIBI. areHTHBIN, OHTOJOTUH,
HCKYCCTBEHHbIC HSHPOHHBIE CETH M METObI KIaCCU(PUKALIHN.
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