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OVERALL DESCRIPTION OF THE THESIS 

Background 

As the field of Information Technology keeps advancing and coming into everyday life, the 

demand for its application in various scopes is growing. Information technologies are being 

increasingly often used in solving of complex tasks, which had previously only solved by a 

human expert. The use of information technology allows obtaining new information and 

performing analysis of historical information, which allows acquiring new knowledge that can 

be used in solving of complex tasks. The growing intensity of use of this technology increases 

the demand for obtaining fast and accurate decisions – forecast – in the shortest time possible. 

There are several fields, like sales, medicine and pharmacology, which use data in the form of 

time series that span across a short period of time and are obtained in interaction with the 

analysed object, as well as descriptive information about the object. To process these different 

data structures, it is necessary to develop a system that would be able to forecast events in the 

future based on data mining methods and algorithms. 

Problem Statement 

There are fields where experts operate with data in the form of short time series and their 

descriptive parameters. Short time series describe functional changes of an object in a period 

of time, whereas descriptive parameters represent features of the object. For example in 

healthcare a patient is given medicine to lower blood pressure and then gets his blood pressure 

measured every minute for 20 minutes. In this case the blood pressure measurements over time 

would be short time series and the height, weight, gender, age and other features of the patient 

would be descriptive parameters. This and other fields ask for solution of forecasting tasks (e.g., 

how the given medicine will influence blood pressure of a patient) using only descriptive 

parameters of the object (e.g., patient) to obtain the forecast. The presence of such data with 

different structure sets forth the following requirements towards the forecasting system to be 

developed: 

 It should be able to process discrete and continuous data.  

 While analyzing short time series, the clustering process has to include a step to determine 

the most suitable number of clusters for data set processing using clustering error 

calculations and determine association of the analyzed object with one of the clusters. 

 The obtained clustering results should be merged with the descriptive parameters of the 

short time series while maintaining data integrity so they can be used in classification. 

 The process of classification has to determine the relationship of the object clustering 

class and their descriptive parameters while maximizing classification accuracy, 

sensitivity and specificity. 

 The classification results should be interpreted according to task set forth in the field. 

 Classification of a new object should be carried out based on the developed system, which 

would also determine the future value of the forecast. 
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Research Object and Subject 

Research object is forecasting system. Research subject is data mining and machine learning 

methods and algorithms. 

Research Methods 

The research for the Thesis is based on data analysis and data mining methods. Data pre-

processing step uses z-score normalization using standard deviation and demand normalization 

using life curve. Attribute informativeness evaluation is carried out using cfs subset evaluation 

method and attribute search – using BestFirst method. Cluster analysis is realized using k-means 

divisive, modified k-means divisive proposed by the author, Expectation-Maximization and 

hierarchical agglomerative algorithms. Classification algorithms include ZeroR, OneR, k-

nearest neighbours, CN2, C4.5, Naive Bayes and JRip. Classification accuracy evaluation is 

carried out using 10-fold cross-validation, leave one out and data stratification into training 

and test sets with 70:30 ratio. The obtained classifiers are used to obtain conditional rules in 

connection with results of research carried out in the actual field. Transformation of clustering 

result class structure into the class structure used in the field is carried out using an approach 

developed by the author. Classification results are transformed into conditional rules, which 

characterize the group of an object, class determined in classification and value used in field 

research. A forecast for an object is calculated using mathematical expectation and a distance-

based approach developed by the author. 

Research Limitations 

The limitations of the Thesis are related to the short time series analysis, which puts additional 

requirements towards the forecasting system to be developed by limiting the range of methods 

and algorithms. The forecasting system also has to be able to merge different data structures 

while still being able to analyze them using data mining methods and algorithms. 

Research Goal and Tasks 

The goal of the Thesis is to develop a system for forecasting tasks that works with short time 

series and their descriptive parameters using data mining methods and algorithms and that can 

be used in various fields. To reach the goal, the following tasks were defined for the research: 

1. Analyze processing principles of short time series and their descriptive parameters. 

2. Carry out analysis of short time series and their descriptive parameter pre-processing 

approaches. 

3. Adjust and modify clustering algorithm to match the scope of processing of short time 

series and compare it to other clustering algorithms. 

4. Develop an approach for merging the obtained clustering results and descriptive 

parameters of short time series. 
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5. Develop forecasting systems for different fields, which would process short time series 

and their descriptive parameters in order to make a forecast based only on newly entered 

descriptive parameters of an object. 

6. Evaluate the accuracy of the developed forecasting system in various fields. 

7. Develop approaches for conditional rule generation and use in different fields. 

8. Develop guidelines for development of forecasting systems based on the developed 

forecasting system for various fields. 

Research Hypotheses 

The following hypotheses were proposed for this research: 

1. Development of a system for processing of short time series and their descriptive 

parameters provides a solution for the difficult formalized task using data mining methods 

and algorithms. 

2. Modified k-means divisive algorithm improves the determination of the most suitable 

number of clusters during clustering process when analyzing short time series. 

3. The developed data processing system realizes forecasting task solution in various fields. 

The first hypothesis points to data structures where data sources are short time series and their 

descriptive parameters. The hypothesis will be considered proven to be correct if the resulting 

system, which will be developed, will allow processing these differing data structures and make 

a prognosis as a result. 

The second hypothesis points to comparative analysis of several clustering algorithms in 

various fields, evaluating how they can process data with short time series. If the modified 

clustering algorithm will show better results the hypothesis will be considered proven to be 

correct. 

The third hypothesis is based on the idea that the developed system can be used in or adapted 

to various fields. The hypothesis will be considered proven to be correct if the developed system 

will be used to solve forecasting tasks in various fields. 

Research Actuality and Scientific Novelty 

The actuality of the Thesis is related to analysis of a different data structure type (short time 

series and their descriptive parameters). There is no known method or algorithm that could 

carry out analysis of short time series and their descriptive parameters. Therefore it is important 

to assess a set of approaches that use data mining methods and algorithms in order to process 

short time series and their descriptive parameters. It is proposed to carry out the processing of 

short time series using clustering to determine groups of similar objects. The descriptive 

parameters are processed using classification in order to find relationships between these 

parameters and the results of clustering. The prospective value of feature of a new object is 

determined by classifying the descriptive parameters of this object based on the obtained 

classifier. 
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The scientific novelty of the Thesis is based on the developed forecasting system for various 

fields, which realizes processing of short time series and their descriptive parameters. The 

developed system can analyze complex data structures. For this system: 

1. A modified k-means divisive algorithm was developed, which provides processing of 

short time series in various fields and determines the most suitable number of clusters 

based on the mean absolute error of clustering. 

2. An approach for merging two different data structures was developed. 

3. Classification result visualization for various fields and tasks was developed. 

4. Conditional rule construction and application approaches were developed for various 

fields. 

Practical Value 

The practical value of the Thesis is the developed demand forecasting system that realizes the 

forecast of possible demand for a new product based solely on the parameters describing the 

product. This system can be used in companies that need forecasts of possible demand of a 

product for future periods of time. 

Also the developed heart necrosis risk forecasting system that determines risk of heart necrosis 

for a laboratory animal based on the descriptive information about this animal. The developed 

system can be used in research organizations that use laboratory animals in order to forecast the 

influence of a drug. 

And the developed bacteria proliferation syndrome detection system that determines if an 

individual has a necessity to take lactose test by entering only health self-assessment 

parameters. The developed system can be used in healthcare – gastroenterology – to detect 

bacteria proliferation syndrome in small intestine and determine if a patient needs a lactose test. 

Accuracy of the system has been evaluated in various fields. 

The system served as basis to develop forecasting system guidelines that contain 

recommendations for a developer concerning development of similar systems in various fields. 

Approbation 

During the research for this Thesis the following 13 articles have been written and published: 

1. Parshutin S., Kirshners A. Research on Clinical Decision Support Systems 

Development for Atrophic Gastritis Screening// Expert Systems with Applications. – 

2013. – Vol.40, Iss.15, pp. 6041–6046. Cited in: ScienceDirect, SCOPUS, Thomson 

Reuters ISI Web of Science. 

2. Kirshners A., Parshutin S. Application of Data Mining Methods in Detecting of Bacteria 

Proliferation Syndrome in the Small Intestine // In: European Conference on Data 

Analysis 2013: Book of Abstracts: European Conference on Data Analysis 2013. – 

2013. – pp. 139-139. 

3. Kirshners A., Parshutin S., Leja M. Research in application of data mining methods to 

diagnosing gastric cancer// LNAI 7377. Proceedings of the 12th Industrial Conference 

on Data Mining ICDM’2012. – 2012. – pp. 24–37. Cited in: SpringerLink, SCOPUS. 
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4. Kirshners A., Liepinsh E., Parshutin S., Kuka J., Borisov A. Risk Prediction System for 

Pharmacological Problems// Automatic Control and Computer Sciences. – 2012. –Vol. 

46, No.2. – pp. 57–65. Cited in: SpringerLink, SCOPUS. 

5. Kirshners A., Borisov A. A Comparative Analysis of Short Time Series Processing 

Methods// Scientific Journal of Riga Technical University, Information Technology and 

Management Science, 2012. – Vol.15. – pp. 65–69. Cited in: VINITI, EBSCO, 

CSA/ProQuest. 

6. Kirshners A., Borisov A., Parshutin S. Robust Cluster Analysis in Forecasting Task// 

Proceedings of the 5th International Conference on Applied Information and 

Communication Technologies (AICT2012). – 2012. – pp. 77–81. 

7. Parshutin S., Kirshners A. Intelligent Agent Technology in Modern Production and 

Trade Management// Efficient Decision Support Systems: Practice and Challenges – 

From Current to Future/ Book Chapter. INTECH. – 2011. – pp. 21–42. Cited in: 

NetLibrary; Scirus; IntechOpen; WorldCat. 

8. Kirshners A. Clustering-based Behavioural Analysis of Biological Objects// 

Environment. Technology. Resources: Proceedings of the 8th International Scientific 

and Practical Conference. – 2011. – Vol.2. – pp. 24–32. Cited in: SCOPUS. 

9. Kirshners A., Borisov A. Multilevel Classifier Use in a Prediction Task// Proceedings 

of the 17th International Conference on Soft Computing. – 2011. – pp. 403–410. Cited 

in: Thomson Reuters ISI Web of Science. 

10. Kirshners A., Borisov A. Processing short time series with data mining methods// 

Scientific Proceedings of Riga Technical University, Information Technology and 

Management Science. – 2011. – Iss.5, Vol.49. – pp. 91–96. Cited in: VINITI, EBSCO, 

CSA/ProQuest. 

11. Kirshners A., Parshutin S., Borisov A. Combining clustering and a decision tree 

classifier in a forecasting task// Automatic Control and Computer Science. – 2010. – 

Vol.44, No.3. – pp. 124-132. Cited in: SpringerLink, SCOPUS. 

12. Kirshners A., Borisov A. Analysis of short time series in gene expression tasks// 

Scientific Proceedings of Riga Technical University, Information Technology and 

Management Science. – 2010. – Iss.5, Vol.44. – pp. 144–149. Cited in: VINITI, 

EBSCO, CSA/ProQuest. 

13. Kirshners A., Kuleshova G., Borisov A. Demand forecasting based on the set of short 

time series// Scientific Proceedings of Riga Technical University, Information 

Technology and Management Science. – 2010. – Iss.5, Vol.44. – pp. 130–137. Cited in: 

VINITI, EBSCO, CSA/ProQuest. 

The results of the research have been presented at the 9 following conferences: 

1. European Conference on Data Analysis 2013, Luxemburg, Luxemburg, July 10–

12, 2013. 

2. 53rd International Scientific Conference of Riga Technical University, RTU, Riga, 

Latvia, October 10–12, 2012. 

3. 12th Industrial Conference on Data Mining ICDM’2012, Berlin, Germany, July 13–20, 

2012. 

4. 5th International Conference on Applied Information and Communication Technologies 

AICT2012, LUA, Jelgava, Latvia, April 26–27, 2012. 

5. 52nd International Scientific Conference of Riga Technical University, RTU, Riga, 

Latvia, October 12–25, 2011. 

6. 8th International Scientific and Practical Conference, Rezekne, Latvia, June 20–22, 

2011. 
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7. 17th International Conference on Soft Computing, Brno, Czech Republic, June 15–17, 

2011. 

8. Information Technology: Knowledge and Practice, University of Latvia, Riga, Latvia, 

December 7, 2010. 

9. 51st International Scientific Conference of Riga Technical University, RTU, Riga, 

Latvia, October 11–15, 2010. 

Research results have been used in the following projects: 

06.12.–03.13 – RTU research project No. ZP-1688 Young scientists in 2012/2013 "Research in 

designing decision support system for gastric cancer diagnosing support". Head, S. Parshutin. 

01.10.–12.12. – European Social Fund Project “Interdisciplinary research group for early cancer 

detection and cancer prevention”, Nr. 2009/0220/1DP/1.1.1.2.0/09/APIA/VIAA/016. Head, M. 

Leja. 

06.10. – 12.11. – LATVIA – BELARUS Co-operation programme in Science and Engineering, 

Scientific Cooperation Project Nr. L7631. "Development of a complex of intelligent methods 

and medical and biological data processing algorithms for oncology disease diagnostics 

improvement". Head, Professor A. Borisov. 

Structure and Contents of the Thesis 

The Thesis contains Introduction, four Sections, Conclusions, Bibliography and appendices. 

The First section describes the processing principles of short time series and their descriptive 

features. It gives a short insight into data mining and theoretic material about short time series 

and their descriptive features, as well as substantiation for algorithm selection for 

implementation of forecasting task solving and formal task description. 

The Second section describes the applied methods and algorithms that are used in development 

of forecasting systems. This section also introduces the modification of k-means divisive 

algorithm that was developed by author and is intended for clustering of short time series with 

different numbers of objects. 

The Third section proposes forecasting system for various fields that is used as a basis for: 

demand forecasting system, heart necrosis risk forecasting system and bacterial proliferation 

syndrome detection system. Construction and work principles of these systems are described. 

Experiments and their results are also presented. The section also describes the evaluation of 

accuracy of these systems and provides conclusions about the developed forecasting systems. 

The Fourth section provides a description about the guidelines for forecasting system 

development, which help the developer to choose the best development process of the system 

for processing short time series and their descriptive parameters. System development process 

is based on the experience acquired during development of the three applied systems for 

different fields. 

The Last section provides analysis of the obtained results and conclusions about the developed 

systems and guidelines.  
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SUMMARY OF THESIS CHAPTERS 

1. PROCESSING PRINCIPLES OF SHORT TIME SERIES AND THEIR 

DESCRIPTIVE PARAMETERS 

This section gives a short insight into data mining [2, 3, 4, 5, 44, 45, 52, 58, 59, 62, 75]. It 

describes tasks solved in data mining and the process of new knowledge acquisition [76]. It 

describes processing of short time series and their descriptive parameters using data mining 

methods and algorithms [7, 9, 11,  21,  22,  29,  31,  32, 33, 36, 42, 53, 54, 55, 57, 63, 64, 72, 

70, 76]. 

Selection of Clustering Algorithms for Analysis of Short Time Series 

A comparative analysis was carried out to select the most suitable clustering algorithms for 

short time series analysis using several criteria: does the algorithm belong to the list of 10 most 

popular algorithms [73]; interpretability of results obtained using this algorithm, where a 

positive rating was given to algorithms, whose results are interpretable without assistance of an 

expert and their implementation is available in the software used in experiments. The criteria 

for comparisons are evaluated using two values: positive rating (+) or negative rating (–). 

Evaluation results of comparative analysis of clustering algorithms are displayed in Table 1. 

The sum of positive ratings is given in column Evaluation. 

Table 1 

Comparative analysis of clustering algorithms 

 Comparative criteria, possible values (+ or -)  

Clustering 

algorithms 

Is in Top10 

algorithms 

(place in 

top) 

Interpretability 

of results 

Software for realization 

Evaluation 
Weka 

Orange 

Canvas 
Statistica 

k-means 

divisive 
+(3) + + + + 5 

Expectation 

maximization 

(EM) 

+(5) + + – + 4 

Self-organizing 

neural networks 

(SOM) 

– – – + – 1 

Hierarchical 

agglomerative 
– + + + – 3 

C-means 

divisive 
– + – – – 1 

The comparative analysis shows that the most suitable algorithms for short time series analysis 

are k-means divisive and expectation maximization algorithms. Some experiments should be 

carried out using hierarchical agglomerative algorithm, because this algorithm is the next 

behind two selected algorithms. 
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Selection of Classification Algorithms for Descriptive Parameter Analysis  

The selection of classification algorithm has to be carried out according to interpretability of 

the obtained results – if the result should be comprehensible for non-experts. Who will use the 

obtained results – an expert or a regular system user? How quickly should the algorithm result 

be obtained? Is the algorithm suitable for the available data structure? The answers to these 

questions point to several classification algorithms that can be analyzed experimentally to 

determine the best algorithm for solution of task. The selection of classification algorithms is 

carried out using comparative analysis that is displayed in Table 2. 

Table 2 

Comparative analysis of classification algorithms 

 Comparative criteria, possible values (+ or –)  

Classification 

algorithms 

Is in Top10 

algorithms 

(place in 

top) 

Result interpretability 

(used method) 

Software for 

realization 
Evaluation 

Weka 
Orange 

Canvas 

C4.5 +(1) 
+ 

(inductive decision trees) 
+ + 4 

k-nearest 

neighbours 

(kNN) 

+(8) 
+ 

(distance metric) 
+ + 4 

Naive Bayes +(9) 
+ 

(probabilities) 
+ + 4 

CN2 – 
+ 

(conditional rules) + + 3 

OneR – 
+ 

(conditional rules) + – 2 

ZeroR – 
+ 

(conditional rules) + – 2 

Definition of Tasks 

There are field data given that describe information about historical events and their descriptive 

parameters. The proposed data mining methods and algorithms are used to solve a forecasting 

task, whose output should be a value of the new object in the future that is based solely on the 

descriptive parameters of this object. 

The use of data mining methods and algorithms should determine the most suitable that can be 

used to solve the tasks put forth in the field. The set of data mining approaches, which can be 

used for solution of specific tasks, is as follows: 

1. Pre-processing of historical events (short time series) and their descriptive parameters 

(attributes). 

2. Detection of relationships in historical data by creating a clustering model, which is used 

to determine similar groups of objects – clusters. Depending on the task put forth by the 

field research it is possible to create a visualization of the obtained similar object groups 

using prototype. 
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3. Transformation of the similar object group number to the number that is used in the 

dependent descriptive parameter variable (class). 

4. Assessment of relationships between descriptive parameters and clustering results using 

classification. 

5. Interpretation of classification results using conditional rules. 

6. Evaluation of clustering and classification accuracy. 

7. Determination of feature of a new object using only descriptive parameters of this object. 

Formal Definition of the Task 

The process of short time series processing in the Thesis is defined as a clustering task, whose 

goal is to determine groups of similar objects, which could be used to group objects in the 

analyzed data set. To test the suitability of the selected methods, it is necessary to carry out 

comparative analysis of short time series clustering algorithms and select the most suitable. 

There are clustering tasks where the selected methods provide only a partial solution to this 

task. To completely solve these tasks it is necessary to analyze the selected algorithms and 

develop their modifications for short time series clustering. Clustering uses unsupervised 

training. 

The processing process of short time series descriptive parameters is defined as classification 

task, whose goal is to find relationships between descriptive parameters, their values and target 

attributes – classes – in supervised training. A testing process is used to evaluate the accuracy 

of the used classification algorithm. And the obtained classifier (classification model) is used 

to forecast the target attribute of the new object based on the model obtained in the training 

process. 

Theoretical Model of the Forecasting System 

Based on the formal definition of the task, data structure of the analyzed data and literature 

analysis, a theoretical model of the forecasting system is proposed based on data mining 

methods and algorithms (see Figure 1). The analyzed data that consists of two data types – short 

time series and their descriptive parameters – should be pre-processed. Data pre-processing 

involves removal of objects with missing values from the data set. Data normalization is used 

to avoid dominance of attributes in a data set that occurs from different ranges of attribute values 

(e.g., attribute Age and attribute Income) [1]. Descriptive parameters are evaluated for their 

information, which helps removing uninformative attributes from a data set, which have a 

negative impact on accuracy of classification [27]. In the process of clustering objects with 

short time series are clustered together into groups – clusters – based on their similarity using 

clustering algorithm [64]. The obtained clustering results are merged with descriptive 

parameters (attributes) and the class determined in clustering using one of classification 

algorithms [27, 64]. 

Determining the target attribute value or class (forecasting task) of a new object is carried out 

using solely descriptive parameters of this object and using the constructed classification model 

[27, 58, 64, 70]. 
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Figure 1. Theoretic model of forecasting system 

2. REVIEW OF METHODS AND MODIFICATIONS USED IN THE 

DEVELOPMENT OF THE FORECASTING  

This section describes the data mining methods, algorithms and algorithm modifications used 

in the development of the forecasting system and the principles of their functioning. Description 

is given for data pre-processing techniques used in system development: data cleaning and data 

transformation [1, 27, 57, 58, 63, 64, 76]. Information is given about data clustering, giving 

descriptions of algorithms like k-means divisive [28, 63], expectation maximization [17, 51], 

hierarchical agglomerative [63] and modified k-means divisive algorithm modification 

developed by the author. 

The modified k-means divisive algorithm was developed based on the experiment results with 

short time series [30, 35] in various fields, which showed that, for example, the classic k-means 

divisive algorithm cannot determine the most accurate number of clusters for analysis of short 

times series [34, 37]. The results obtained with k-means divisive algorithm showed a unified 

trend – the increase in number of clusters decreases the overall clustering error, whereas 

expectation maximization algorithm shows the smallest error for the minimum number of 

clusters. Therefore a modified version of k-means divisive algorithm was developed, which 

allows avoiding these shortcomings. 

Initially the maximum cluster number property is defined that will be used for clustering of the 

data set. This approach increases the calculation speed of the algorithm unlike the classical k-

means divisive algorithm where the cluster number, until which the algorithm divides objects, 

is set manually [73]. Carrying out clustering with one of the algorithms, one has to determine 

the range of cluster numbers (from minimum until maximum number, where minimum is 

usually 2), in order for the clustering to be effective and less time-consuming. The optimal 

number of clusters has to be determined in the range from 2 until maximum number of clusters. 
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This maximum has to be large enough to accurately carry out clustering (can be determined 

using average absolute error or squared error) but it cannot be too large. In such case there is a 

chance of wrong result interpretation because, for example, a natural cluster is further divided 

into smaller clusters. Therefore the maximum number of clusters Cmax [64, 70] can be calculated 

using the theoretical assumption that is calculated using the formula max ,C n  where n is the 

number of objects in the analyzed data set. The rest of the steps of the modified k-means divisive 

algorithm use the steps of k-means divisive algorithm until the algorithm reaches the step of 

sum of squares error calculations, where there are other modifications. There is a distance 

matrix calculated for each cluster, which characterizes distance dn (calculated using Euclidean 

distance measure) between an object (time series {T1, T2, …, T12}) cn and the nearest centroid. 

The obtained distance matrix results are used to calculate clustering error for a training set using 

mean absolute deviation calculation for each cluster and the overall clustering error calculation. 

Based on the minimum calculated overall clustering error value for each of the clusters, the 

most suitable number of clusters that are necessary for clustering of the data set is determined. 

If the number of objects in the analyzed data set is smaller than 200, clustering accuracy 

evaluation can be done using 10-fold cross-validation [43] and the calculation of clustering 

error should be done according to the section “Clustering error calculation for training data set” 

because dividing a data set into training and testing sets would result in a small number of 

objects, which can negatively influence clustering results. Whereas, if the number of objects is 

larger than 200, accuracy evaluation can be carried out using data set stratification into training 

and test sets using 70 % to 30 % ratio [70]. In this case clustering error calculation has to be 

carried out according to section “Clustering error calculation for training data set”. Prototypes 

have to be constructed for each obtained cluster according to section “Prototypes in clusters”. 

Then test data set clustering has to be carried out according to section “Clustering of test data 

set” and clustering error for the test data set is calculated according to section “Clustering error 

calculation for test set”. 

Clustering Error Calculation for Training Data Set 

Mean absolute error is calculated from absolute deviation. It is calculated based on Equation 

(1), which produces the value of mean absolute deviation ADi: 

1 2 ,n
i

n

d d d
AD

c

 
  (1) 

where d1, d2, …, dn – distance between an object and the centroid; 

 cn – number of objects in a cluster; 

 ADi – mean absolute deviation in the i-th cluster. 

Then mean absolute deviations for all clusters ADi are summed together and divided by the 

number of clusters Ci that were obtained in the cluster analysis. This gives the clustering mean 

absolute error MeanAE [52] according to Equation (2): 
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where Ci – number of obtained clusters in the data set; 

 MeanAE – clustering mean absolute error. 

This approach implements the analysis of distances between all data set objects and centroids 

in each cluster and therefore ensures calculation of clustering mean absolute error. This is then 

used to choose the number of clusters among all clusters Ci with the smallest corresponding 

MeanAE value that will be used for clustering of the data set. 

Prototypes in Clusters 

Prototype is constructed for each cluster that is obtained in the process of clustering. The 

number of prototypes depends on the selected most suitable number of clusters. The prototype 

curve that is constructed based on mean values of objects at each period of time in the 6th cluster 

is displayed in Figure 2; the grey lines show objects of this cluster. The x axis shows period 

numbers, the y axis shows the normalized values of short time series. The obtained prototypes 

describe the behaviour of class objects at a certain period of time. 

 

Figure 2. Prototype of the 6th cluster (drawn with bold line) 

Clustering of Test Data Set 

Clustering of test data set is based on the mean prototype values obtained in the clustering 

process of training data set and test set data (short time series). Distance between an object and 

the mean value of the corresponding cluster is calculated according to Equation (3). The 

obtained results are registered in a distance matrix, which is depicted in Table 3.  

During clustering of the test data set, each object is assigned to one cluster based on the 

minimum distance [70]. Every test data set object is examined period after period and its 

distance to each cluster centroid (prototype of the training set) is calculated according to 

Equation (3). 

     
2 2 2

, 1 1 2 2- - - ,i j n nd P C P C Pm Cz    (3) 

where di,j – distance between a test data set object i and prototype j; 
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 Pm – value of test data set object m in time period n; 

 Cz – mean value of prototype z obtained from training set in time period n. 

When distance metric calculations for test data set objects are completed (results shown in Table 

3), the minimum value of each row di (each object) must be determined and registered in the 

table field Minimum distance. 

Table 3 

Distance matrix of test data set for assessment of membership to a cluster 

Object 

number 

Distance between object and the 

corresponding cluster centre 

(prototype) 

Minimum 

distance 

Assigned class 

based on minimum 

distance 

Nr. C1 C2 … Cj di(min) C(j) 

d1 d1,1 d1,2 … d1,j   

d2 d2,1 d2,2 … d2,j   

… … … … …   

di di,1 di,2 … di,j   

The obtained minimum distance, which is calculated for each test data set object, is used to 

assign cluster number C(j), which points to the cluster that this object is assigned to. 

Clustering Error Calculation for Test Set 

Evaluation of test set clustering results is based on mathematical metrics. It uses calculations 

of mean absolute deviation MAD and MAE mean absolute error for each cluster. Then a sum of 

mean absolute error values for each cluster. This provides evaluation for independent data sets. 

MAD [52, 76] is calculated according to Equation (4): 

 
1

1
,

ii

N

m

i

nCMAD P
N

vid


   (4) 

where Cvidn – the obtained mean value of training data set prototype of cluster n in time period 

i; 

 Pm – value of a real test data set object m in time period i; 

 N – number of periods in a time series. 

MAE [52, 76] for cluster i, which shows the overall error of a cluster regarding the training set, 

is calculated according to Equation (5): 

,i

MAD
MAE

k
  (5) 

where k – number of test data set objects in cluster i. 

Whereas the total absolute error TAE [52, 76] for the test data with n clusters can be calculated 

based on Equation (6). 
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where MAEi – mean absolute error of the i-th cluster. 

When the total absolute error is evaluated, the test data set is clustered and the obtained results 

are validated against prototypes, which were obtained by clustering the training data set, one 

can conclude about accuracy of clustering results. 

The thesis also examines data classification [1, 3, 12, 58, 65, 76] and describes classification 

algorithms like C4.5 [58], k-nearest neighbours [63], CN2 [14], Naive Bayes [63], as well as 

criteria for accuracy evaluation of these algorithms. It also describes attribute information 

measurements and the corresponding process using Cfs Subset Evaluation and BestFirst 

methods [70]. 

3. PROCESSING SYSTEMS FOR FORECASTING TASKS 

Based on the defined problem, which is described by the theoretical model that is shown in 

Figure 3, the system will solve short time series and their characteristic parameter processing 

in various fields using data mining methods and algorithms. The proposed forecasting system 

for various fields is shown in Figure 3. The analyzed data set, which consists of short time series 

and their descriptive parameters, is analyzed in pre-processing. The short time series are 

clustered making specific object groups named clusters using a clustering algorithm 

modification proposed by the author. The obtained clusters are used to create prototypes that 

characterize mean values of cluster objects in each time period. The obtained clustering results 

(numbers of object clusters) are then merged with the pre-processed characteristic parameters 

in the data merging blocks. If it is necessary (based on task definition), the clustering results 

with a different number of classes are processed using class transformation, which is proposed 

by the author. If it is necessary to split the merged data set into subsets, the data splitting block 

is used, where the split is obtained using the splitting attribute and its values (defined by an 

expert). The number of values represents the number of data subsets H that will be created. The 

obtained data sets are used for classification by applying a classification algorithm, determining 

the relationships between characteristic parameters and the class attribute. Conditional rules are 

used for comparison of two classifier results or generation of a knowledge base, which would 

store rules about object classes, splitting attribute value in the data set and the result of clinical 

research (transformed into a numeric value or class). 

The specifics of forecasting are based on the task. In the forecasting that uses prototypes a 

number has to be obtained for each object (its class). It is determined using a trained classifier 

by classifying characteristic parameters of the object that is used for forecast. The obtained 

number points to a prototype that characterizes the demand of the analyzed object. Another 

forecasting task classifies the characteristic parameters of an analyzed object using two 

classifiers and compares the obtained results using conditional rules.  
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Figure 3. Forecasting system for various fields  
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Next approach creates temporary conditional rule that is obtained by classifying characteristic 

parameters of the analyzed object and determining it class, the other part of the condition is the 

value of the splitting attribute. Then the rules that apply to the created temporary conditional 

rule are filtered out of the knowledge base. The selected rules form a statistical distribution, 

which is then used to calculate the forecast value for the analyzed object using a method 

proposed by the author. 

The proposed forecasting system for various fields is used as a theoretical model, which serves 

as a basis for systems for product demand forecast, heart necrosis risk forecast and bacteria 

proliferation syndrome forecast. The structure of these systems is described in the following 

sections. 

3.1. Demand Forecasting System 

Demand forecasting system (DFS) was developed for optimization of clothing company orders 

based on the product demand history of the previous years (short time series) and the 

characteristic parameters of a new product defined by the following attributes: price of the 

product, type, seasonality, life span of collection (in months), colour, size etc. 

Structure of DFS 

The structure of DFS is presented in Figure Figure 4. When the analysis is started (training 

process), the system has to receive the historical demand period (year={2006}) that is entered 

by a user – expert – based on his experience. After the period is entered, the system creates a 

query, which is sent to the data base using PL/SQL language. 

The data base holds information about demand for products in various periods of time, product 

types, colours, prices, invoices, suppliers, clients, barcodes etc. The result of this query is a 

selected data set, which is then assigned to the data preparation block, where the data set is split 

into two data flows. The first is constructed from short time series data structure (product 

identifier and monthly demand for this product on annual basis) and the other data flow consists 

of the characteristic parameters (product identifier, category, type and price) that are then 

assigned to the forecasting system module. 

In the forecasting system module the short time series are pre-processed. This results in data 

cleaning (decreasing noise by removing objects with noise-producing values) and 

normalization (equating value ranges). Clustering algorithm is used to detect relationships 

among short time series, which are accumulated into groups named clusters based on similarity 

measures. The most suitable number of clusters is determined by the clustering algorithm based 

on the smallest absolute error of clustering. Then a prototype is constructed for each obtained 

cluster, which describes the mean values of cluster objects in each period of time. 

The second data flow is also pre-processed removing objects with missing values and 

normalizing attribute values of characteristic parameter data set. Then the most informative 

attributes are determined and the least informative attributes are removed from the data set. 

Then the pre-processed characteristic parameters are merged with cluster numbers into one data 

set based on the cluster to which an object was assigned in the clustering process. Merging is 
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carried out based on the identification numbers of objects. The merged data set is assigned to 

the classification process, which uses inductive decision trees. This results in determined 

relationships between the prototype (cluster number) and the characteristic parameters. After 

the training process is completed, a forecast can be created for demand of a new product. The 

characteristic parameters of a new product (e.g., category={2}, type={6}, price={1,00}) are 

entered into the system. The inductive decision tree created in classification process is then used 

to project (forecasting process) the characteristic parameters of the new object onto the tree and 

determine the class of this product (e.g., ‘C1’). Projection of data is carried out level by level 

moving from the root of the tree until a leaf node (lowest level) is reached and a class value can 

be determined. The obtained class (e.g., ‘C1’) points to the corresponding prototype, which was 

constructed during clustering. 

The prototype (C1) describes the potential future demand for 12 months (periods from T1 till 

T12) for the product, whose characteristic parameters were entered into system for the 

forecasting process [40]. 

DFS Experiment Results 

Experimental validation of DFS was carried out using real historical demand data of clothing 

retail sales company for year 2005, which described 423 objects after data cleaning process and 

were used for model training, and 149 objects for year 2006, which were used for model testing. 

In order to use the data for comparison using the obtained prototypes, life span of the objects 

was reduced to 12 periods (months). The training and the test data sets also included 

characteristic parameters describing the objects (category, type and price of a product). 

Normalization of historical demand training data set was carried out using z-score 

normalization using standard deviation that is generally used in data mining to even out 

dominating attribute values if the maximum value is not known. Another approach used for 

normalization is sales volume normalization using life curve, which has been used in studies of 

other authors [64] for normalization of similar data structures. Experimental evaluation using 

clustering with k-means divisive algorithm for ten clusters (experimentally determined as the 

most suitable number of clusters), different normalization approaches and 10-fold cross-

validation, the following training errors were obtained: 3.28 for z-score normalization using 

standard deviation and 0.28 for normalization using life curve. The results show that the best 

accuracy was achieved using normalization using life curve. The clustering process for the 

training data set was carried out using k-means divisive and expectation-maximization 

algorithms. The results obtained with k-means divisive algorithm are presented in Figure 5, and 

the ones with expectation-maximization algorithm are presented in Figure 6. 

Log-likelihood drop at the 17th cluster (see Figure 6) is due to the small number of objects at 

this number of clusters, when compared to other cluster distributions, with Bayesian probability 

equal to 1. The obtained results show that the most suitable number of clusters in both cases is 

the maximum 21 because the mean absolute clustering error has to be minimized but the log-

likelihood has to be maximized.  
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Figure 4. Demand forecasting system 

 

Figure 5. Error evaluation of the k-means 

divisive algorithm at different cluster counts 

 

Figure 6. Log-likelihood evaluation of 

expectation maximization algorithm at 

different cluster counts 
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Both clustering algorithms are not suitable for cluster analysis of historical demand values – 

short time series. In the case of k-means divisive algorithm, the error decreases as the number 

of clusters grows but in the case with expectation maximization – log-likelihood increases as 

the number of clusters grows. This points to the low robustness of these algorithms, which 

means that they are not able to perform accurate data clustering. Therefore the modified k-means 

divisive algorithm was proposed in order to determine the most suitable number of clusters that 

would be necessary for clustering of the training set. 

The most suitable number of clusters is determined using modified k-means algorithm based 

on the methodology described in subsection ‘Clustering error calculation for training data set’ 

by finding mean absolute error of clustering. Its results are presented in Figure 7. Analysis of 

clustering mean absolute error results shows that the first significant minimum is reached at 10 

clusters and, whereas the following fluctuations of the polygon are miniscule, the most suitable 

number of clusters for clustering of the training set is set to 10. 

 

Figure 7. Clustering error calculations at different cluster counts 

Evaluation of classification accuracy was based on mean absolute error and root mean squared 

error because different error calculation techniques provide more accurate interpretation of the 

obtained results [64]. To evaluate accuracy of a classifier, it is first trained using training data 

set and then tested using a test data set. Orange Canvas software was used to create an 

experiment set routine, which tested various classification algorithms to find the most suitable 

one. The obtained results are presented in Table 4. It shows that the smallest error value 

according to both error estimation methods was acquired using C4.5 algorithm. 

Table 4 

Classification error of various classification algorithms in test data 

Error estimation 

approach 

Classification algorithm 

ZeroR OneR JRip 
Naïve 

Bayes 

k-nearest 

neighbour 
C4.5 

Root Mean 

Squared Error 

(RMSE) 

0,295 0,375 0,284 0,282 0,298 0,264 

Mean Absolute 

Error (MAE) 
17,4 14,1 16,1 15,6 16,0 12,9 

According to classification accuracy results, C4.5 algorithm is selected for DFS. 
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3.2. Heart Necrosis Risk Forecasting System 

Institute of Pharmacological Research that works on medication development for improvement 

of heart functionality and carries out laboratorial experiments to identify heart necrosis risk 

nominated a task to develop a heart necrosis risk forecasting system, which would determine 

the potential risk of heart necrosis for a laboratory animal when only characteristic parameters 

of this animal are known. Development of such system would help experts of pharmacology to 

save time spent on gathering research results and to decrease the number of laboratory animals 

required for experiments. 

Heart necrosis risk forecasting system (HNRFS) provides a solution for bioinformatics experts 

that would help processing heart contraction power data (short time series) and parameters of 

laboratory animals (descriptive parameters) and determine the heart necrosis risk of a new 

individual. In the process of system development data of laboratory examinations of 

pharmacological research (obtained using the ‘isolated heart’ ischemia-reperfusion model 

[48, 49]) are analysed. The experiments are carried out using Wistar rat line. The animals are 

given heart function stimulating drugs with their food for a certain period of time (for eight 

weeks). Every group of the animals is given one of the drug types for a specific period of time. 

The goal of such pharmacological research is to determine the efficacy of the analysed drugs in 

heart cell protection against ischemia-reperfusion damage by estimating the degree of heart 

necrosis (amount of tissue that dies off). The Mildronāts® medication used in the studies is 

anti-ischemic substance developed in Latvia that optimizes heart energy metabolism [16]. Heart 

contraction power and heart rate are registered during occlusion using a tool and software 

developed by ADInstruments, which reads data with an interval of 60 seconds. It accumulates 

data describing 40 readings during occlusion (heart contraction poser is registered every 

minute), which include changes in heart contraction power and make up the first data set. The 

values of heart contraction power in each period are registered in the form of mm on mercury 

scale (mmHg). The obtained data set values are time series but since the time span of the 

observations is too short and it does not repeat, they are considered short time series. In the 

usual analysis of short time series it is almost impossible to find strong functional connections 

therefore this type of tasks is considered hard to formalize. The goal of the pharmacological 

experiment was to assess the percent ratio of dead heart tissue (necrosis) that depends on the 

used medications fed to animals. 

The other group of data is characteristics parameters of laboratory animals and the heart 

necrosis risk assessment obtained in pharmacological experiments. The characteristic 

parameters describe a laboratory animal, e.g., its weight, studied medicine, blood plasma 

analysis results and the risk of heart necrosis. 

Structure of HNRFS 

First step is to carry out pre-processing of short time series where the first and last measurement 

are removed to avoid possible noise (erroneous readings). Then a time series is constructed with 

38 periods for each object in the data set by selecting data about heart contraction power. Data 
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normalization is carried out using normalization using life curve [40, 64] and z-score 

normalization using standard deviation [1] approaches, which were also used in the 

development of DFS. Working principle of heart necrosis risk forecasting system is presented 

in Figure 8. Its structure is based on the application of several data mining methods. Methods 

of mathematical statistics have strict limitations in tasks that require analysis of patterns among 

short time series. Therefore this type of tasks is being solved using data mining approaches, 

which are considered more suitable [76]. 

Short time series are clustered using the modified k-means algorithm determining the most 

suitable number of clusters that is required to aggregate similar objects into clusters. 

Characteristic parameters of individuals are used to find correlation between attributes by 

determining level of their interaction and selecting most informative attributes for further steps 

of data analysis. The data set of characteristic attributes is divided into five equal data subsets 

because the laboratory animal food is mixed with five types of studied medicine. The divided 

data sets are merged with class attribute obtained in clustering process based on object 

identifier. Every obtained data subset is analyzed using classification to determine relationships 

between the clustering class and the characteristic parameters of objects by applying inductive 

decision tree algorithm C4.5 [58]. During classification of objects a conditional rule is obtained 

from the classification tree in the form of “IF ... AND ... THEN ...”, which holds information 

about the clustering class, the studied medicine and the heart necrosis risk assessment obtained 

in pharmacological experiments. The obtained conditional rules are stored in a knowledge base. 

Forecasting of heart necrosis risk is carried out by entering characteristic parameters of the 

‘new’ individual. Based on the type of the studied medicine, characteristic parameters are 

projected onto the corresponding classifier to determine class value and creating a condition ‘IF 

... AND ...’ (e.g. IF Group=2 AND Class=C2), which is transmitted to the knowledge base. 

Then all rules that fit the entered condition (IF Group=2 AND Class=C2) are selected from the 

knowledge base. Each condition is expanded using the information found in the knowledge 

base creating a set of temporary rules ‘IF ... AND ... THEN ...’, for example: 

 IF Group=2 AND Class=C2 THEN Risk=27; 

 IF Group=2 AND Class=C2 THEN Risk=32; 

 …. 

 IF Group =2 AND Class=C2 THEN Risk=40. 

The selected condition rule set is used to gather heart necrosis risk apparition frequency 

statistics (statistical distribution) that is used to create risk distribution function, which is used 

to obtain the number of apparitions of the corresponding risk value in the temporary rule set. 

Mathematical expectation calculation and a distance-based approach proposed by the author 

are used in order to determine heart necrosis risk. Statistical distribution of heart necrosis risk 

is used to calculate mathematical expectation. The distribution each frequency statistics value 

is assigned a value based on risk frequency number; the more this value occurs in the temporary 

rule set, the higher the probability would be. Then all mathematical expectation values of risk 

are summed together to obtain heart necrosis risk prognosis.  
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Figure 8. Structure of heart necrosis risk forecasting system 

The approach proposed by the author uses distance metric between risk occurrence frequency 

number and risk values. 
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HNRFS Experiment Results 

Experimental evaluation was carried out on a 92 object data set that describes heart contraction 

power values in ischemic state (short time series) and characteristic parameters of objects 

(attributes) like: Group (Attr.1) – type of the studied medicine that was given to the individuals; 

Weight (Attr. 2); blood plasma parameters: Carnitine (Attr. 3), Triglycerides (Attr. 4), Fatty 

acids (Attr. 5), Glucose (Attr. 6), Cholesterol (Attr. 7), Butyrobetaine (Attr. 8) and Risk (Class) 

– heart necrosis risk assessment obtained in pharmacological research. Length of short time 

series after data cleaning was 38 periods. The obtained short time series were normalized using 

z-score normalization using standard deviation and normalization using life curve approaches, 

acquiring two different data sets for each, which were experimentally evaluated and allowed to 

determine that the most suitable is normalization using life curve. The obtained data sets were 

clustered using k-means divisive, expectation-maximization, hierarchical agglomerative and 

modified k-means divisive algorithms. Results of the k-means divisive algorithm are presented 

in Table 5. The smallest sum of squares error for both normalization approaches is at 9 clusters 

that shows that this clustering algorithm is not suitable for clustering of short time series 

because the error decreases as the number of  

Table 5 

Sum of squares error for k-means divisive algorithm 

 Number of clusters 

Normalization 

approach 
2 3 4 5 6 7 8 9 

Z-score 

normalization 

using standard 

deviation 

141.67 138.42 128.36 125.89 122.64 120.56 116.34 113.92 

Normalization 

using life 

curve 

115.73 112.99 101.81 96.36 92.54 89.44 87.39 85.79 

The expectation-maximization algorithm, whose results are provided in Table 6, using 

log-likelihood error estimation, shows the best result at 9 clusters using z-score normalization 

using standard deviation and at 8 clusters for normalization using life curve. 

Table 6 

Log-likelihood for expectation-maximization algorithm 

 Number of clusters 

Normalization 

approach 
2 3 4 5 6 7 8 9 

Z-score 

normalization 

using standard 

deviation 

-49.64 -48.64 -47.93 -47.39 -46.36 -45.47 -45.25 -44.13 

Normalization 

using life 

curve 

144.49 145.40 148.42 149.06 150.06 150.32 151.13 150.87 



28 

 

Results show that this algorithm is also not suitable to determine the best number of clusters 

because increase of cluster count correlates with the increased log-likelihood, which shows that 

the algorithm is not robust. 

The results of the modified k-means divisive algorithm are presented in Table 7. The mean 

absolute error for normalization using life curve is the smallest for 5 clusters. 

Table 7 

Mean absolute error for the modified k-means divisive algorithm 

 Number of clusters 

Normalization 

approach 
2 3 4 5 6 7 8 9 

Z-score 

normalization 

using standard 

deviation 

1.233 1.192 1.158 1.150 1.128 1.095 1.093 0.946 

Normalization 

using life 

curve 

1.026 1.017 1.026 0.59 0.644 0.91 0.824 0.615 

The characteristic parameters were first analyzed to find the most informative attribute subset, 

which could be used in classifier construction. Data classification depends on informativeness 

of the attributes. If there is correlation between attributes then they are considered to be 

connected [70]. While if there is no correlation it means that the connection between them is 

weak and they should not be used in classification. The experimental evaluation used 

CfsSubsetEval attribute evaluation and BestFirst search methods that are commonly used in 

data mining to assess informational content of attributes [70]. The following results were 

obtained: Fatty acids, Cholesterol and Carnitine showed 100%, Glucose 90%, Weight 80% and 

Butyrobetaine shows 20% correlation, while Triglycerides and Group showed 0%. The last two 

parameters should have been removed but Group attribute holds very important information 

about the type of the studied medicine, which is the basis for this research; therefore this 

parameter was not excluded. Then the whole initial data set was divided into subsets according 

to the values of Group parameter, which resulted in five data subsets. This division of the data 

set allows removing non-informative attribute from classifier training, while preserving the 

information about the type of the medicine that it held for conditional rule construction. 

The most suitable classifier was selected based on classification accuracy results, which are 

presented in Table 8 for the case with the number of classes determined by the modified k-

means divisive algorithm and Table 9 for the case with the number of classes determined by k-

means divisive algorithm. 

Experimental evaluation of Naive Bayes, k-nearest neighbours, C4.5 and CN2 algorithms 

shows that the most suitable algorithm is C4.5. The obtained classification results were used to 

create conditional rules that are stored to knowledge base. Forecast of heart necrosis risk is 

carried out based on the decision tree obtained in the classification process and the characteristic 

parameters of a ‘new’ individual. These characteristic parameters are classified using the 
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classifier with the corresponding Group value to determine the class. The obtained class value 

and value of Group attribute are used to construct a temporary conditional rule, which is used 

to select risk values from the knowledge base to generate conditional rules. 

Table 8 

Classifier accuracy of classification algorithms using the class count determined by the 

modified k-means divisive algorithm  

 Classifier 

Naive 

Bayes 
C4.5 

k-nearest 

neighbours 
CN2 

1. subset 0.45 0.7 0.65 0.6 

2. subset 0.25 0.3 0.2 0.15 

3. subset 0.25 0.6 0.4 0.5 

4. subset 0.45 0.55 0.3 0.75 

5. subset 0.2 0.25 0.5 0.3 

Mean value 0.32 0.48 0.41 0.46 

Whole data set  0.38   

Table 9 

Classifier accuracy of classification algorithms using k-means divisive algorithm and the most 

suitable class count determined previously 

 Classifier 

Naive 

Bayes 
C4.5 

k-nearest 

neighbours 
CN2 

1. subset 0.35 0.45 0.4 0.1 

2. subset 0 0.1 0.05 0.05 

3. subset 0.45 0.35 0.4 0.2 

4. subset 0.05 0.05 0.2 0.05 

5. subset 0.27 0.4 0.25 0.25 

Mean value 0.224 0.27 0.26 0.13 

Whole data set  0.3   

The obtained conditional rules are used to create statistical distribution, which is then used to 

calculate heart necrosis risk using distance metric shown in Table 10. 

Table 10 

The calculation of the possible heart necrosis risk according to risk occurrence frequency 

distance assessment 

 Calculations 

Risk occurrence frequency counts (ROFC) 1 1 3 1 2 2 1 4 1 

Risk values 27 29 32 34 35 38 40 43 47 

Distance between risk values - 2 3 2 1 3 2 3 4 
Difference between ROFC min and ROFC values 0 0 -2 0 -1 -1 0 -3 0 

Sum: Distance + difference  2 1 2 0 2 2 0 4 

Assessment     35   43  

Mean assessed value 39 
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3.3. Bacteria Proliferation Syndrome Detection System 

Bacteria proliferation in small intestine is colonization of the intestines with microorganisms of 

the colon that can lead to a wide spectrum of clinical reactions, starting with light and vague 

symptoms and ending with severe indigestion. Bacteria proliferation in the small intestine in its 

initial form, when bacteria move from the colon to the distal small intestine, provokes 

complaints only in patients with chronic digestive system diseases. Symptoms that are caused 

by bacteria proliferation in the small intestine are very atypical. Patients suffering from it 

complain about discomfort in the intestines, increased gas formation (meteorism), changes in 

stool [50, 56]. 

Bacteria proliferation syndrome (BPS) detection involves diagnostic tests that can be divided 

into invasive and non-invasive test. Detection of BPS has not yet been standardized [20], 

therefore nowadays doctors in clinical praxis use glucose (GET) and lactose (LET) breath tests. 

Clinical algorithm of BPS detection states that an individual is initially assigned GET test. If it 

is positive, the individual is assigned LET test. Only if both tests show positive results an 

individual is diagnosed with BPS. The breath tests use specific hydrogen concentration in the 

exhaled air. Individuals suffering from BPS usually show one ‘early’ maximum of exhaled 

hydrogen in the GET test. For the test procedure to be correct, the individual has to abstain from 

eating at least 6 hours before undergoing the procedure. At least 30 minutes before taking the 

substrate the individual has to refrain from smoking and physical activities. Alveolar air, i.e. 

the last part of one exhale (around 150 ml), is used for measurements. GET procedure: patient 

takes 75 g of glucose that is dissolved in 400 ml of water [46]. If the concentration of H2 in the 

exhaled air rises more than  = 20 Pm, it is considered to be a positive test result and BPS in 

the small intestine is confirmed. 

Since GET and LET tests are time-consuming and require a long period of preparation, they 

usually cause negative attitude in individuals towards this procedure. Therefore the aim is to 

offer alternative solution for BPS detection in the small intestine using data mining methods 

and algorithms. A BPS detecting system is created that is based on examination results from 

GET testing and filling out a questionnaire about symptom self-assessment of an individual. 

GET test measurements are considered short time series [21], because number of measurements 

in one time series is 10 (10 time periods), which are obtained from exhaled breath samples 

(taken directly before the procedure, as well as every 20 minutes after taking the substrate 

during the following 3 hours). The health self-assessment of an individual is described by 

several questions that are answered by the individual during GET test. The questions are asked 

by a qualified medical expert, who also registers the answers in a specific protocol. 

Working Principle of the BPS Detection System 

The BPS detection system (presented in Figure 9) has to process two types of data flows. One 

is the historical results of GET tests that are represented by short time series with 10 intervals 

of time, the other – health self-assessment of an individual, which is described by following 

attributes: gender, feeling sick, eructation, flatulence, fullness and the results of clinical 



 

31 

 

examinations that are represented by class 

attribute. The system has to perform: 

selection of the most informative attributes, 

data clustering, determination of the most 

suitable number of clusters, class 

transformation, creation of a new data set by 

merging different data structures, 

classification of two types of data flows and 

BPS detection. 

Evaluation of informativeness of attributes 

is carried out using CfsSubsetEval attribute 

evaluation and BestFirst searching methods 

that are often used in data mining [70]. After 

selection of most informative attributes 

among health self-assessment of an 

individual, the data set of characteristic 

parameters, which will be called DS1 in this 

study, is extended with results of clinical 

examinations (attribute class – clinically 

approved bacteria proliferation syndrome). 

The created data set DS1 is processed by the 

1st classifier using k-nearest neighbours, 

C4.5 and CN2 classification algorithms 

determining connections between 

characteristic parameters of an individual 

and classes. Short time series are processed 

in the clustering model using modified k-

means divisive algorithm to determine the 

most suitable number of clusters for 

clustering of the data set. Clustering results 

are classes that are transformed to class 

structure of clinical examinations in the 

transformation model. The obtained class 

structure is added to the selected most 

informative attribute set based on the 

identification of an individual. This data set 

will be called DS2 in this study and is then 

processed in the 2nd classifier using k-

nearest neighbours, C4.5 and CN2 

classification algorithms determining 

connections between characteristic 

parameters of individuals and clustering results. 

Figure 9. Bacteria proliferation syndrome 

detection system 
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Results of the 1st classifier that processes data set DS1 describe the connection between 

characteristic parameters of health self-assessment of an individual and the clinical results. 

Results of the 2nd classifier that processes data set DS2 describe the connection between breath 

test measurements and the class obtained in clustering, which is reduced to the class structure 

of clinical results. The model of processing of two different data flows provides analysis of the 

obtained results from different sides. There are two independent assessments, which are 

compared in the model of BPS detection, which produces a notice stating whether the individual 

needs further examination. This proposed model for processing of two data flows guarantees 

that, if an individual has not answered health self-assessment questions honestly, there is a 

chance that the second classifier will detect the false information. 

BPS Detection System Experiment Results 

Experimental validation was carried out using data from a retrospective study that included 

individuals of both genders with no age limitation. The research included 95 individuals who 

were tested using glucose breath test. A protocol was developed including readings of glucose 

breath test hydrogen levels without CO2 correction in a time period from 0 till 180 minutes with 

20 minute intervals, as well as Weight and Age of an individual at the moment of uptake into 

research, Gender, conclusion of the glucose test or result of the clinical study – Class (negative 

– 0, positive – 1), parameters of health self-assessment of and individual: Feeling sick, 

Eructation, Flatulence and Fullness. A negative glucose test shows that there is no need for 

further examinations, whereas a positive test result shows that further examination is needed. 

The most informative attributes were determined using CfsSubsetEval attribute evaluation and 

BestFirst search methods. From the seven attributes of the initial data set (Gender, Weight, 

Feeling sick, Eructation, Flatulence and Fullness) five attributes were selected: Feeling sick 

(100 %), Gender (70 %), Fullness (50 %), Weight (40 %) and Eructation (40 %). The obtained 

results in the brackets show percentage of times when the attribute was selected into the 

combination with the best evaluation. 

The experimental evaluation determined the most suitable number of clusters that should be 

used for clustering of the data set, based on the mean clustering error for different cluster counts. 

As it can be seen in Table 11, the most suitable number of clusters is five because this number 

of clusters shows the smallest mean absolute error (MAE). 

Table 11 

Clustering results using the modified k-means divisive algorithm 

 Number of clusters 

2 3 4 5 6 7 8 9 

Mean 

absolute 

error 

0.335 0.329 0.283 0.125 0.146 0.183 0.167 0.154 

The results also show that this algorithm is robust in short time series clustering unlike the 

classical k-means divisive algorithm, whose results are presented in Table 12. 
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Table 12 

Clustering results using k-means divisive algorithm 

 Number of clusters 

2 3 4 5 6 7 8 9 

Sum of 

squares 

error 

20.56 19.15 17.42 15.93 15.23 14.74 13.76 12.59 

To determine the most suitable classification algorithm, a set of experiments was performed 

using C4.5, CN2 and k-nearest neighbours classification algorithms. The obtained results of 

classification experiments for the 1st classifier and data set DS1 are presented in Table 13. The 

accuracy was evaluated using different approaches. 

Table 13 

Classification results using data set DS1 

Classification 

algorithms 

10-fold cross-validation Leave one out 
Classification 

accuracy 
Sensitivity Specificity 

Classification 

accuracy 
Sensitivity Specificity 

C4.5 0.65 0.87 0.08 0.64 0.87 0.04 

kNN 0.63 0.86 0.04 0.68 0.87 0.12 

CN2 0.67 0.91 0.04 0.63 0.86 0.04 

It can be seen that the used classifiers have determined the negative class better (“C0”), i.e. the 

individuals who do not need any further examinations. If one evaluates it from the perspective 

of the defined task, it is a positive result, but viewed from the perspective of positive class 

accuracy (“C1”) the result is not satisfactory because specificity, e.g. of C4.5 algorithm with 

10-fold cross-validation, is only 0.08. 

The next set of experiments was carried out for the 2nd classifier using data set DS2 and the 

obtained results are presented in Table Table 14. The results show that kNN algorithm 

recognized both, the positive and the negative, classes equally well. CN2 shows almost 100% 

recognition of the negative class but the accuracy for the positive class is not satisfactory. C4.5 

algorithm showed similar results with both accuracy evaluation approaches, recognizing the 

negative class with sensitivity 0.65 and 0.69 accordingly and the positive class with specificity 

0.39 in both cases. 

Table 14 

Classification results using data set DS2 

Classification 

algorithms 

10-fold cross-validation Leave one out 
Classification 

accuracy 
Sensitivity Specificity 

Classification 

accuracy 
Sensitivity Specificity 

C4.5 0.53 0.65 0.39 0.55 0.69 0.39 

kNN 0.46 0.51 0.39 0.42 0.43 0.41 

CN2 0.6 0.98 0.16 0.63 0.98 0.23 

Since C4.5 algorithm showed similar results with both accuracy evaluation approaches, 

classification of DS1 and DS2 data sets using 1st classifier and 2nd classifier correspondingly 

was carried out using the system with C4.5 classifier performing BPR detection. 
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4. GUIDELINES FOR FORECASTING SYSTEM DEVELOPMENT 

Guidelines for forecasting system development (GFSD) provide instructions for realization of 

data processing systems where the data source is in the form of short time series and their 

characteristic properties. Knowledge that GFSD are based on is drawn from the experience in 

development of similar systems – product demand, heart necrosis risk and bacteria proliferation 

syndrome forecasting systems. The guidelines advise a developer about the recommended 

structure of the model based on the data description provided by a customer. A customer is a 

person or organization that defines requirements and provides description of the analyzed data. 

A developer is a person or an organization that evaluates the submitted requirements, analyzes 

them and prepares an answer to the customer. If both sides agree on the next step, the developer 

develops the most suitable system implementation based on the submitted requirements and the 

guidelines. After choosing the forecasting system implementation, the developer implements 

the system and validates its work based on the classification accuracy evaluation. If the 

evaluation is sufficient, the developer executes system introduction and integration with the 

information systems of the customer. 

Structure of a Forecasting System 

The structure of a forecasting system is presented in Figure 10. It consists of five steps. The 

first step involves defining the requirements that are based on the dialog of a customer and the 

developer, analyzing the conformity of the customer data and the system to be developed and 

the defined task, the aim of the forecast. The second step involves choosing the most suitable 

scenario for system implementation. The third step involves construction of the system concept. 

The fourth step involves testing of the system concept; if the accuracy of this concept is 

sufficient, the concept is turned into a system. The fifth step involves integration of the 

developed system into the information system of the customer. 

 

Figure 10. Structure and steps of a forecasting system 

The step of requirements definition is showed in detail in Figure 11. The customer submits data 

set to be analyzed to the developer and defines the aim of the forecast. In order to create a 

forecasting system, the data to be analyzed have to represent values of historical events and 

their descriptive parameters. The aim of the forecast has to be clearly defined. It has to be 

reached by only using characteristic parameters of a ‘new’ analyzed object. In the case when 

system has to be trained using a specific period of historical periods (short time series with a 

specified period of time, e.g., product sales volume data in year 2012), then the customer has 

to ask for this option to be integrated into the system. The definition of requirements submitted 

by the customer is used to evaluate compliance of data structures with the defined aim. If there 

is a concordance then the developer can move on to the second step. If there is none, the 
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developer writes a report about the reason of refusal and performs inadequacy aversion in 

collaboration with the customer. 

 

Figure 11. Definition of requirements for a forecasting system (step I) 

Choosing the System Scenario 

Choosing the forecasting system scenario starts from data base of a user (see Figure 12), which 

is sent a query to select information that is necessary for the analysis (historical short time series 

and their characteristic parameters), which is submitted to data splitting block. Data splitting 

block splits data into two flows: historical time series and their characteristic parameters. The 

historical time series can be processed performing data preparation and/or data pre-processing. 

Data preparation process involves period equalization, processing of missing values. Data 

normalization involves normalization using life curve, processing dominant values. Detection 

of groups of similar objects is carried out using cluster analysis and modified k-means divisive 

algorithm, determining the most suitable number of clusters for clustering of a data set. Based 

on the task specifics, it is possible to transform the number of classes obtained in the clustering 

process into the number of classes used in the characteristic parameter data. It is also possible 

to transform clustering results into prototypes that represent mean values of a cluster in each 

period of time. In the process of characteristic parameter data preparation it is advised to 

perform processing of missing values, data normalization using z-score normalization using 

standard deviation and data discretization. The classification process of the characteristic 

parameters can be carried out in several ways: 

a) For classification use the data set of characteristic parameters and a class describing these 

parameters (specified by clinical, pharmacological or other research and is considered the 

‘golden standard’). 

b) If necessary, split data set of characteristic parameters into subsets based on the 

distribution of attribute significance that is determined experimentally or defined by the 

customer. 

c) For classification use the data set of characteristic parameters and the class obtained in 

clustering. 
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Merging of different data types is implemented for options ‘b’ and ‘c’. To determine 

connections between data of different types or classification, it is advised to use C4.5 algorithm. 

The specifics of a task may ask for more than one classifier. 

Construction of conditional rules is based on assembling of results of several processes in a 

form of IF … AND … THEN rules where: 

a) The first condition is the splitting parameter value of the created subset (e.g., the type of 

an analysed medication that was added to food – attribute Group; value range [1…5]). 

b) The second condition is the class of the analysed object (determined in the process of 

clustering). 

c) The consequent – attribute Risk is the value of “golden standard”. 

Classification of each object results into one conditional rule that is stored to rule data base, 

e.g., IF Group=1 AND Class=C2 THEN Risk=35. 

System scenarios developed for different scopes in the Thesis are displayed in Figure 12: 

‘○ ▬▬’ shows the scenario for demand forecasting system (DFS), ‘× ▬▬’ shows heart 

necrosis risk forecasting system (HNRFS) and ‘∆ ▬▬’ shows bacteria proliferation syndrome 

detection system (BPSDS). 

Forecasting for a new object is carried out by entering the characteristic parameters into the 

system where a classifier is used to determine association of an object with one of the classes 

and then the obtained classification results are interpreted according to the task specifics: 

a) If forecasting is carried out using prototypes, the class obtained from the classifier points 

to the number of the corresponding prototype, which describes demand of the product in 

the future at a certain period of time. The user can choose the specific historical demand 

period, which will be used to train the system before forecasting. 

b) If forecasting is carried out using conditional rules, the class obtained from the classifier 

and the value of the splitting parameter define specific conditional rules that have to be 

selected from the data base of conditional rules. The selected rules that describe frequency 

of conditional rule appearance serve as a basis to calculate the forecast value. 

If forecasting is carried out data sets with and without the use of clustering results, the forecast 

is determined based on the comparison of results acquired from different classifiers. If both 

classifiers point to class ‘C0’, the prognosis is that there is no need for further action. If the 

result is class ‘C1’ or a result could not be obtained, the forecast means that there is a need for 

further action. Correctness of the choice of scenario can only be determined experimentally by 

creating a system concept and carrying out testing with the real data set available to the 

customer. 

Development and Testing of Forecasting System 

After a scenario is chosen, a concept of the forecasting system is developed. It is used for 

experimentation using the real data set available to the customer. Results of experiments show 

the accuracy, sensitivity and specificity of the classifier. In some cases, especially in healthcare, 

some additional accuracy evaluation methods might be necessary that can be calculated from 

the extended confusion matrix. If the analysed data set represents 200 or more objects, the 

classifier of the system is trained using a training data set and then tested using a test data set. 

Whereas, if the analysed data set represents less than 200 objects, a 10-fold cross-validation is 

used, which guarantees credibility of results when the number of objects is small.   
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Figure 12. Selecting a scenario for development of a forecasting system (step II)  
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Number 200 is an estimated limit. If the obtained evaluation of classification results acquired 

by the developed system is acceptable for the expert – system developer, then this concept can 

be implemented into an application which can be then integrated into information system of the 

customer. 

In the case if the evaluation of classification results obtained from the system is insufficient (as 

concluded by the expert – the system developer), other solutions can be chosen based on the 

guidelines and carry out repeated accuracy evaluation of the developed system. It is important 

to correctly select the most suitable data preparation and data pre-processing approaches 

because the most significant inaccuracies in the process of data mining stem from an incorrect 

choice of data pre-processing techniques and poor pre-processing of the data set. The proposed 

guidelines for processing of short time series and characteristic parameters could be imperfect 

for development of new systems in different fields because they are created based on the 

experience obtained in demand forecasting for products in sales, heart necrosis risk forecasting 

in pharmacology and bacteria proliferation syndrome detection in medicine. Therefore, if a 

system is being developed for another field, the guidelines could definitely be complemented 

with new blocks, possible events and other data flows. 

 

RESULTS AND CONCLUSIONS 

The Thesis proposes a system for forecasting tasks in different fields and processing short time 

series and their descriptive parameters based on data mining. During this study the following 

tasks were completed: 

1. Processing principles of short time series and their characteristic parameters were 

analysed, determining methods that can be used in system implementation. 

2. As a result of analysis the most suitable data pre-processing methods for processing of 

short time series and characteristic parameters were selected. 

3. A modified k-means divisive algorithm was developed according to the field specifics; it 

is used to cluster short time series and determine the most suitable number of clusters. 

The developed algorithm modification was compared to other clustering algorithms. 

4. A data merging technique was developed to merge clustering results and characteristic 

parameters of short time series, which provides class transformation approaches to 

equalize numbers of classes in the data structures to be analysed. 

5. Forecasting systems for sales, pharmacology and medicine fields were developed. They 

carry out forecasting for a new object based on the characteristic parameters of an object 

that are entered into the system. 

6. An accuracy evaluation of clustering and classification models that are used in the system 

was carried out. 

7. Conditional rule construction and application approaches were developed for different 

fields. 

8. Guidelines to guide developers of new forecasting systems, which use short time series 

and their characteristic parameters as data source, were developed. 



 

39 

 

The product demand forecasting system implements visualization of clustering results using 

prototypes, which are later used in forecasting. The heart necrosis risk forecasting system and 

the bacteria proliferation syndrome detection system implement the use of several classifiers. 

A result merging approach that merges the results obtained in classification training process 

and results of pharmacological research and that was implemented using conditional rules. 

The developed modification of a clustering algorithm and all three of the developed forecasting 

systems were tested experimentally to test the previously defined hypotheses: 

1. The developed system for various fields points towards accepting the stated hypothesis 

that development of a processing system for short time series and their characteristic 

parameters provides a solution of a task, which is difficult to formalize, using data mining 

methods and algorithms. 

2. The second hypothesis is accepted due to the developed modified k-means divisive 

algorithm, which improves the determination of the most suitable number of clusters in 

the clustering process by analysing short time series. The developed modification of the 

algorithm was experimentally tested in different scopes and compared to other clustering 

algorithms. 

3. The third hypothesis was accepted due to the fact that there had been three systems 

developed (product demand forecasting, heart necrosis risk forecasting and bacteria 

proliferation syndrome detection systems) that are used in different fields: sales, 

pharmacology and medicine to process data sets that hold short time series and their 

characteristic parameters. 

The experimental analysis carried out for this study allows concluding the following: 

a) The most suitable normalization method is normalization using life curve, which showed 

the best results in all of the developed systems. 

b) The most suitable algorithm for short time series clustering is the modified k-means 

divisive algorithm; it also maintained its robustness in the range of all analyzed clusters 

and showed good results in all of the developed systems. 

c) The most suitable algorithm for classification is C4.5 because it showed the best results 

in classification accuracy evaluations. 

d) For data sets with less than 200 records the recommended approach for classification 

accuracy evaluation is 10-fold cross-validation; for data sets with 200 or more records the 

recommended approach is to divide the data set into training and test sets with 70:30 ratio. 

e) When calculating the possible heart necrosis risk from a statistical distribution, it is 

recommended to use the approach proposed by the author of this Thesis that is based on 

distance metrics. 

Scientific Results Achieved in the Study for the Thesis: 

1. A modification of clustering algorithm for analysis of short time series was developed. 

2. A transformation approach to transform class structures with different numbers of 

classes into a unified structure of classes. 

3. Guidelines were developed to guide a developer through development of similar 

forecasting systems. 
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Practical Results Achieved in the Study for the Thesis: 

1. A product demand forecasting system was developed, which determines the possible 

demand for an object; the system was tested using real product demand data. 

2. A heart necrosis risk forecasting system was developed, which determines the possible 

value of heart necrosis risk of an object; the system was tested using real data from 

pharmacological research. 

3. A bacteria proliferation syndrome detection system was developed, which determines if 

the analysed individual needs to undergo lactose test; the system was tested with real 

medical data. 

During the study for this Thesis the following conclusions about the developed system for 

processing short time series and their characteristic parameters were made: 

1. During development of DFS and HNRFS it was experimentally proven that data 

normalization gave best results when normalization using life curve was used. 

2. Determining informativeness of characteristic parameters and selection of parameters 

improves classification results, decreases the size of an analyzed data set and increases 

the speed of algorithm execution. 

3. The developed modification of the clustering algorithm can be used also in solution of 

other cluster analysis tasks where the data source holds short time series. 

4. The developed modification of the clustering algorithm allows using different evaluation 

approaches: 10-fold cross-validation or splitting of a data set into training and test sets. 

5. The developed approach to class transformations allows comparing data structures with 

different numbers of classes. 

6. When developing similar forecasting systems in medicine, classification accuracy 

evaluation has to be carried out by using also sensitivity and specificity in parallel because 

these parameters have a significant influence on selection of a classifier. 

7. In all three of the developed systems the best classification algorithm (determined 

experimentally) was C4.5. 

8. Using several classifiers in system development increases the overall classifier accuracy; 

this was experimentally proven using divided and whole data sets. 

9. The developed forecasting systems for short time series and their characteristic 

parameters motivate and ensure solution of a complex formalized task using a 

combination of clustering algorithms, their modifications and classification algorithms.  

10. The developed forecasting systems for short time series and their characteristic 

parameters realize forecasting for a new object based only on the characteristic 

parameters of this object. 

11. The developed forecasting system guidelines allow guiding development of new 

forecasting systems, as well as provide a chance to expand the existing guidelines. 

The following research would be associated to medicine – developing a screening system for 

decreasing gastric cancer risk [41]. This would allow using the forecasting system guidelines 

developed in this study to develop a gastric cancer screening system by connecting results of 

non-invasive examinations (short time series) with characteristic parameters of a respondent. 

This type of screening systems can be integrated into healthcare centres, which would be of 

help to field experts when determining diagnoses or appointing patients to examination with a 

specialist.  
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