
Applied Computer Systems 
ISSN 2255-8691 (online) 
ISSN 2255-8683 (print) 
May 2021, vol. 26, no. 1, pp. 22–30 
https://doi.org/10.2478/acss-2021-0003 
https://content.sciendo.com  

 
 

22 
 

©2021 Oksana Ņikiforova, Vitaly Zabiniako, Jurijs Kornienko, Madara Gasparoviča-Asīte, Amanda Siliņa.  
This is an open access article licensed under the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0), in the manner agreed with Sciendo. 
 

Mapping of Source and Target Data for Application 
to Machine Learning Driven Discovery of IS 

Usability Problems 
Oksana Ņikiforova1, Vitaly Zabiniako2*, Jurijs Kornienko3, Madara Gasparoviča-Asīte4, Amanda Siliņa5 

1Riga Technical University, Riga, Latvia 
2–4ABC software Ltd., Riga, Latvia 

5SEB, Riga, Latvia 

Abstract – Improving IS (Information System) end-user 
experience is one of the most important tasks in the analysis of end-
users behaviour, evaluation and identification of its improvement 
potential. However, the application of Machine Learning methods 
for the UX (User Experience) usability and efficiency 
improvement is not widely researched. In the context of the 
usability analysis, the information about behaviour of end-users 
could be used as an input, while in the output data the focus should 
be made on non-trivial or difficult attention-grabbing events and 
scenarios. The goal of this paper is to identify which data 
potentially can serve as an input for Machine Learning methods 
(and accordingly graph theory, transformation methods, etc.), to 
define dependency between these data and desired output, which 
can help to apply Machine Learning / graph algorithms to user 
activity records. 

 
Keywords – Data mapping, IS usability, Machine Learning, User 

Experience (UX).  
 

I. INTRODUCTION 
According to the System Theory [1], which serves as a 

formal foundation for IS development and maintenance, any 
system is a combination of two interrelated aspects – data 
(structure) and processes (behaviour), where an adequate 
organisation of both aspects is the basis of an effectively 
functioning system. In this article, the focus is on the 
behavioural aspect, whereas improving IS end-user experience 
is one of the most important tasks in the analysis of end-users 
behaviour, evaluation and identification of its improvement 
potential. This task can be hindered by insufficient user 
involvement, lack of user feedback, incomplete and changing 
user requirements, etc. These are some of the critical reasons, 
which could potentially reduce the number of IS users or 
business customers. 

Moreover, according to a Forrester Research study, a well-
designed UI (User Interface) could increase site benefits by up 
to 200 %, and better UX design could increase benefits by up 
to 400 % [2]. Related study states that it is possible to use 
EUEM (End-User Experience Management) to reduce 
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technology-related disruptions to employee productivity, track 
and quantify employee technology experience, and collect 
qualitative feedback so that I&O (Infrastructure and 
Operations) professionals can use this knowledge to their 
benefit, to understand the value they can expect from EUEM. 
In [3], authors state that “…nowadays, many enterprises 
consider UX an organisation-wide priority”. Authors of 
research [4] mention that “… the service life of software 
depends on user experience”. 

Analysis of IT system user behaviour and improvement of 
business process efficiency is usually accomplished through the 
collection and compilation of information using a variety of 
qualitative and quantitative methods, including: interviews; 
business and process research; analysis of daily work content 
and user experience. The focus of this process is on a systematic 
approach to data collection and interpretation, where the main 
challenge is the structured and methodological choice of 
analysis and research tools. One of the advanced modern 
research directions is Machine Learning and the application of 
appropriate methods for solving various tasks. However, the 
application of Machine Learning methods for the UX analysis 
is not widely researched. Few existing recent surveys on 
potential abilities to analyse UX with automated tools show that 
there is no universal method based on existing data, which 
would not require time-consuming processing of existing 
information.  

Nevertheless, the challenge of improving the usability of 
Information Systems is increasing, taking into account 
increasing complexity and the range of available services, 
especially during the impact of the COVID-19 pandemic, when 
online and remote solutions are becoming much more important 
and widely used. 

Based on the System Theory [1], solution of any problem can 
be viewed as a function that processes certain input data and 
produces the expected output results. In the context of the 
discovering usability problems, the information about 
behaviour of end-users could be used as an input, while the 
output data should focus on non-trivial or difficult attention-
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grabbing events and scenarios in UX. Thus, the research 
question of this paper is defined as shown in Fig. 1. 

 

 
Fig. 1. Definition of the research question of this paper. 

 
The paper is structured as follows. The next section outlines 

background and related work in the respective knowledge 
domain. The third section is concentrated on revealing suitable 
output data for UX analysis. The fourth section analyses 
potential sets of input data and states the list of source data 
useful for target data retrieval. The fifth section demonstrates 
an example of the application of Machine Learning methods for 
the pair of source/target data example as an experiment on 
potential usage of such an algorithm for UX data specifics. The 
sixth section specifies the mapping expected target data 
retrieval from the defined source data to ensure that the defined 
lists are complete for the application of Machine Learning 
methods. Finally, conclusions are made on the result of current 
research and potential future research areas. 

II. BACKGROUND AND RELATED WORK 
 The [5] defines UX as “a person’s perceptions and responses 

that result from the use and/or anticipated use of a product, 
system or service”. The source [6] elaborates this definition as 
“… every aspect of the user’s interaction with a product, 
service, or company that make up the user’s perceptions of the 
whole. User experience design (UCD) as a discipline is 
concerned with all the elements that together make up that 
interface, including layout, visual design, text, brand, sound and 
interaction. UX works to coordinate these elements to allow for 
the best possible interaction by users”. The source [7] 
additionally mentions that “UX is multidimensional and multi-
faceted due to the many different types of experience, including 
social and empathic experiences, that users can live when using 
a product”. 

Also, UX is closely related to UCD (User Experience 
Design) and Usability, which is defined by ISO/IEC 9241 as 
“the extent to which a system, product or service can be used 
by specified users to achieve specified goals with effectiveness, 
efficiency, and satisfaction in a specified context of use”. The 
[8] states that “… the principles of the user centred design 
process are: Early focus on user tasks, empirical measurement, 
and iterative design”. 

As for the usage of Machine Learnings for UX improvement, 
the study [2] states that “… we can use ML and its potential to 
help make good decisions in design… To better understand the 
perception in the field, we have focused on practitioners to 
identify promising directions for the application of ML to 
UXR… Combining the practices of UX and ML may yield 
positive effects in both directions… Our findings indicate that 

using ML for the evaluation of a product’s UX may be a 
promising field for future research… Our survey indicated that 
the disciplines of ML and UX are expected to overlap and that 
UX practitioners see promising use cases of applying ML to 
UXR”. Here the User Experience Rating (UXR) is a metric that 
correlates IT end-user experience with application wait times. 
While [9] states that “… Machine Learning is now a fairly 
established technology, and User Experience designers have 
begun to integrate ML services into the things that they design”. 

The most part of available information in public space 
describes the usage of “general AI/ML” for improving the user 
experience, for example: 

• analysis and personalised offer of products, automatic 
generation of emails and search results (e.g., Google, 
YouTube, etc.); 

• Natural Language Processing (NLP), chat-bots (e.g., 
Alexa, Google Home, etc.), voice recognition; 

• IoT (Internet of Things), AR/VR (Augmented /Virtual 
Reality), analysis of facial expressions of users with 
neural networks and help of video capturing devices; 

• Machine Learning – predictive analysis, data mining, e-
learning and data modelling; 

• image tagging, object identification, sentiment analysis, 
Optical Character Recognition (OCR) and person 
tracking. 

Although these sources do mention the potential of using 
Machine Learning in UX improvement, realistically, there are 
no studies or results where the precise list of input data, formats 
of these, etc. would be defined together with the desired output 
data. Mapping of them does not define precise implementation 
algorithms; however, some studies exist, which propose, for 
example, a mathematical model for the innovation 
methodology, Design Thinking, using the Markov process [10]. 
Thus, no product/tools have been offered yet, which could be 
realistically applied to UX assessment and identification of 
problems, as well as finding potential solutions to the problems. 

Therefore, the question remains as to what the input (or 
source) / output (or target) data could be applicable to Machine 
Learning methods and how these can be correlated with each 
other to analyse UX. 

III. TARGET DATA DEFINITION BASED ON UX/CX 
EVALUATION HEURISTICS 

In the introduction of the article and the task statement, the 
solution is defined as a function, which, by processing certain 
source data, reveals the required output data. In the context of 
improving UX, it is not obvious that we can expect the desired 
data as a result of the function. To identify the appropriate 
dataset, it is necessary to analyse the UX context, aspects and 
related factors. 

In the scope of this research, the following UX aspects are of 
great interest [11]: 

• usability – an indicator of the quality of the user 
experience; 

• utility – the usefulness depends on the functionality and 
power of the back-end software that allows the user to 
get the job done. Products (or services) are useful if they 
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create benefits for the consumer. This is the real root 
cause of the product or system; 

• emotional impact – it encompasses how users feel 
emotionally about interactions, including user 
satisfaction; 

• significance – it arises from the user’s personal 
relationship with the product being used over a period of 
time. While usability and emotional impact relate to 
prime influence factors, the significance is that which 
occurs over time. These are when a product becomes an 
important attribute in the life of a particular user. 

Moreover, the modern trends in customer experience are the 
following [12]: 

• real-time insight in Customer Experience; 
• journey automation and orchestration; 
• personalised UI and content; 
• user sentiment monitoring; 
• AI powered chat-bots. 
Excelling at CX – and maximising the revenue and efficiency 

benefits – requires a consistent, shared understanding of [13]: 
• customers;  
• their wants and needs; 
• their perception of their interactions with your brand;  
• the way to keep customers on the ideal journey – with 

their preferred channels. 
The goal of the user experience engineer is to make the 

product on display user-oriented. This means that the product 
must be user-focused and the system must be as intuitive and 
user-friendly as possible. UX serves as a link between the goals 
of the host/product and the needs of the user. As a result of not 
following the user experience, the system in use may 
incorporate good technical features and be in line with the 
business strategy of the selector, but may be completely 
inefficient and “unpleasant” from the user’s point of view. 

In user-oriented design, usability or usability analysis takes 
place with the involvement of end users. These user 
requirements are recognised and defined through methods such 
as focus groups, usability testing, card sorting, participatory 
design, questionnaires and interviews. The following areas are 
typically analysed to get a better idea of what end users want: 

• person – at the beginning of the process, a person is 
created, who represents the target audience for the 
problem to be solved. A person symbolises a group of 
users who have similar needs, goals, skills, attitudes, and 
so on. A person ensures the right decisions with regard to 
product features, navigation, interactions, visual design 
and aspects; 

• scenario – it is the “daily life” of a person. It is about the 
problems that a person has. Both emotional and physical 
details are important here; 

• use case – a series of actions taken by a person to achieve 
a goal. 

These factors suggest that target data classification can be 
expected under two types of information: 1) user characteristics 
(see section IV); and 2) user actions – this information needs 
additional research and usability heuristics – see below. 

Nielsen in [14] defined 10 heuristics for designing user 
interface interactions, which still have not lost their relevance. 
They are the following [14]: 

1) system status visibility; 
2) the real-world relevance of the system; 
3) user freedom and control of the system; 
4) consistency and standards;  
5) mistake-free; 
6) recognition rather than cancellation; 
7) flexibility and efficiency of use; 
8) aesthetic and minimalist design; 
9) assistance in identification, diagnosis, and recovery 

from errors; 
10) help and documentation. 

 These are called “heuristics” because they are practical tips 
for developing usability. Heuristics are offered in the context of 
user-centred design, as they help develop a user-friendly 
interface that provides a pleasant experience when interacting 
with the system. 

Other literature sources also concentrate on searching for and 
evaluating UX output heuristics. Authors in [15] state that “… 
in this article, we propose a novel AUX (Anticipated User 
eXperience) and UX evaluation method through which 
developers can obtain a knowledge base to create their 
designs… Intended Use: This criterion refers to the usage 
purpose of each user tool. For example, the way the user 
believes that a chat should work… Positive Anticipated 
Emotion: It concerns pleasant emotions that a user anticipates 
experiencing as a consequence of interacting with a user 
tool... ”. 

In [7], “… the following facets are composed of the 
following UX properties: Economical facet: (i) Entertaining; 
(ii) Pleasantness; (iii) Productivity; (iv) Usefulness… ”. 

“The literature already offers several UX evaluation aids, 
from simple questionnaires, like the User Experience 
Questionnaire – UEQ and the IPTV-UX (User Experience for 
Interactive Television) Questionnaire, up to more articulated 
and complete methods, like the Layered Emotions 
Measurement Tool and the Valence method… The research 
described in this paper suggests a UX evaluation method based 
on the exploitation of both emotions and mental models” [16]. 

 “… Various methods have been developed for evaluating 
usability of interactive systems” [17]. 

All mentioned literature sources outline multiple factors 
related to UX, although these do not provide unified list (for 
example, without duplicates, contradictions, fuzzy, etc.) which 
could be used with precise AI/ML methods and algorithms. As 
a result, by analysing the mentioned information and authors’ 
experience working in IS development and support in the 
context of UX/UI analysis, the complete and consistent list of 
output metrics is proposed. The expected target data (listed in 
alphabetical order) are formal enough, do focus on the factors 
that can influence user actions, and also are appropriate for the 
use with AI/ML methods (refer to section V).  
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The list is the following: 
• atypical action within the particular scenario; 
• average time interval between actions; 
• longest delay in particular action; 
• longest path from source to target;  
• not visited step (no longer used); 
• percentage of actions used in the user session relative to 

number of all available actions in the IS; 
• repeated action within the particular scenario;  
• search content; 
• shortest path from source to target; 
• shortest time performing particular step (potentially 

redundant action); 
• the most often visited step (action); 
• the most popular route (sequence of actions); 
• the most rarely visited step (action); 
• typical behaviour scenarios for different user groups; 
• typical behavioural scenarios to achieve the set goal; 
• user emotions and sentiments; 
• wrong transition from one step to another (with return to 

previous step). 

IV. SOURCE DATA DEFINITION BASED ON ANALYSIS OF 
POTENTIALLY ACCESSIBLE INPUT INFORMATION ABOUT USER 

ACTIVITIES 
The conclusion from the previous chapter is that we need 

statistical input data that contain information about the user’s 
characteristics/attributes and his actions in IS (with timestamps 
and other appropriate metadata). Thus, it would be necessary to 
evaluate such possible sources that reflect the dynamics of 
user’s behaviour. Examples of potential candidates widely used 
during IS analysis, development and maintenance are as 
follows. 

1. State diagrams (not really suitable, as these are needed to 
be created separately, which may not be appropriate or 
even contradict the relevant IS documentation). 

2. Scenarios / use cases / user stories (not suitable because 
these are designed before the system implementation and 
due to potential inappropriate support may not contain all 
the necessary information). 

 
Therefore, it is necessary to look for some type of 

information that can be generated from the operation of IS in 
real time and environment and does not require additional 
efforts from IS support. IS audit records of user’s actions can 
be used instead.  

A real example of an audit trail that can be mapped to atomic 
(indivisible) data items usually contains a sequence of audited 
business actions (steps), such as: 

1) login/logout; 
2) entering main menu; 
3) creating/editing/deleting records; 
4) records of specifics to problem domain functional 

activities. 
 

Considering the potential of AI/ML for data processing, it is 
possible to track, evaluate and use a sets of crucial UX metrics 

(which help to develop a clear picture of user behaviours and 
interests).  

One of such sets is defined in [18]: 
1) device users are on when they visit a website; 
2) location of users; 
3) session time; 
4) session length; 
5) pages visited; 
6) categories/products viewed; 
7) bounce rates; 
8) exit pages; 
9) user flow. 

 
One more source of the set of initial data potentially suitable 

for retrieving the set of data expected to analyse UX can be a 
set of data about IS user and his actions defined by Google 
Analytics – it can be used as potential content of audit records 
(for full list of appropriate data – refer to Section V). 

In real IS, such audit data are often very general and 
presented in the form not suitable for direct analysis – either too 
much technical data are logged (such as each inner call of low-
level web services), or almost no data are logged at all, for 
example, only logins and logouts. Therefore, the current 
auditing logic should be setup accordingly. Additionally, audit 
data are required to be extended with a high-quality meta-data 
set, which helps fully analyse user’s activities. The source of 
such data may be even logging of user’s actions in the Internet 
browser (but only by complying with the GDPR General Data 
Protection Regulation – by recording only the detection and 
timing of the execution of common operations, and not the 
detailed attributes and content of each operation that may 
contain sensitive user data). An example of such information 
retrieval could be data retrieved from the Internet browser, 
which presents a set of characteristics stored about user’s 
session. Thus, an extended detailed logging of user activities is 
required. 

Based on the generalization of data sets described above, as 
far as UX analysis focus is on dynamic states of user activities 
and their attributes in the context of time, the authors of this 
paper define the following list of attributes suitable for our task 
as source data (listed in alphabetical order): 

• age; 
• application name; 
• “bounce rates”; 
• client ID; 
• device;  
• document title; 
• event action; 
• event category;  
• gender; 
• geographical override; 
• IP override; 
• item name; 
• pages visited; 
• product category; 
• screen resolution; 
• session length; 
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• session time; 
• social network; 
• transaction ID;  
• user ID; 
• user language; 
• user timing time. 
 
Integration of the list of initial data potentially taken into 

consideration for retrieving of target data is based on 
combination of differently named, but similar by their nature 
attributes, e.g.  Geographical override defined in Google 
Analytics is combined with Location of users defined in the set 
of crucial UX metrics, the same, Event Action is combined with 
User flow, Product Category is combined with 
categories/products viewed. Moreover, such attributes as 
Document location URL, Social action, Exit pages, etc., are 
eliminated from the final list of source data required due to 
being insufficient in the scope of target data identification. 

V.  POTENTIAL APPLICATION CASE OF AI/ML-BASED 
ANALYSIS OF USER BEHAVIOUR 

In the previous sections, we have defined a set of source data, 
which can be processed to get the expected target data. We see 
this as a graph transformation problem, in which it is necessary 
to analyse the transition between vertices with a certain 
probability, regularity and duration. Suitable methods for 
solving such tasks are the methods of Machine Learning, which 
the authors of this article have already successfully applied in 
solving the cyber security problem [19]. 

In order to test the hypothesis of this article that the expected 
target data can be obtained from the defined source data, the 
pair of input data – “atypical action within the particular 
scenario” (as target data) and “pages visited” (as source data) – 
are taken for a detailed analysis. The general sequence of the 

transition from the defined source data to the expected target 
data is shown in Fig. 2. 

The historical source data of visited pages are received as a 
set of audit records from IS (A1). The set of audit data (A1) is 
then captured as an array of user “steps” (B1) via data adapter, 
which processes and stores audit data. The initial graph of 
Markov Chain is built (C1), which captures the number of 
individual transitions (“steps”) between each pair of input data 
elements. The initial Markov Chain (C1) is converted to its final 
form by assigning the appropriate probabilities to the defined 
transitions (C2), which is strictly mathematical process. This is 
the user’s behavioural profile, which can be used for further 
analysis of new user’s sessions, in order to detect target 
“atypical actions”. Each new user’s sequence of actions is 
obtained from the current audit records of actions (A2). The 
sequence of actions (B2) is compared with the Markov Chain 
of behavioural profile (C2) – step by step, in order to evaluate 
statistical metric of similarity (D1) (depicted with light grey 
colour in Fig. 2) or difference (D2) (depicted with dark grey 
colour) of these steps, based on probability analysis. If a 
majority of user’s actions/steps comply with his behavioural 
profile – his session is identified as “typical”, otherwise it is 
“atypical”. The session records are presented in a list of actions 
highlighted as “typical”/”atypical” (E). The results of ML data 
analysis is visualised in convenient form for comprehension – 
as GUI data with appropriate charts (G1/G2). 

This case shows the example of AI/ML usage for converting 
initial source/input data to expected target/output data. Similar 
approach to data transformation can be applied to other pairs of 
source and target data, where these data pairs should be 
considered in the context of mapping of these data in different 
combinations. By applying the mapping of these data, it could 
be possible to detect and evaluate potential improvements of 
UX.

 

Fig. 2. The general sequence of the transition from the defined source data to the expected target data. 
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VI. MAPPING BETWEEN THE SOURCE AND TARGET DATA FOR 
UX ANALYSIS 

As it is stated in the introduction, the proposed approach to 
UX analysis requires transformation of source data (which is 
specified in Section IV) into target data (see Section III). 
Section V demonstrates an ability to use Markov chains as one 
of the ML methods for such data transformation. This section is 
devoted to the analysis of the audit trail items – what data are 
recorded, and what combinations or transformations could be 
to gain potentially richer range of target data list. 

For the UX analysis, attributes of user and session, which are 
defined in this article as an integrated list of audited business 
actions, a set of crucial UX metrics and attributes defined by 
Google analytics can be used as the source data. Thus, the full 
mapping table (Table I) shows an analysis of source data 
suitable to judge which of target data can be obtained.  

Table I shows that some source data are used to obtain 
expected targets, some are not used. Moreover, some source 
data are used for identification of all targets.  

Otherwise, some source data are not suitable as an input 
parameter to conclude about output data, but are important as a 
particular aspect for target specification. These aspects and such 
characteristics, like the context of UX, session identification 
and its attributes, which give an ability to identify target data 
focused on user activities, give an ability to classify the source 
in the order of their priorities and context of usage. 

 
So far, the classified list of source data reordered by their 

types is the following. 

1. Primary for all targets: 
• [S1] – Client ID 
• [S2] – User ID 
• [S3] – Pages visited 
• [S4] – Transaction ID  
 
2. Primary for all targets specific to time: 
• [S5] – User timing time 
• [S6] – Session time 
• [S7] – Session length 
 
3. Primary for all targets specific to action: 
• [S8] – Application name  
• [S9] – Item name 
• [S10] – Event action 
• [S11] – Event category  
• [S12] – Product category 
• [S13] – Document title 
• [S14] – Bounce rates 
• [S15] – Social network 
 
4. Secondary for all targets: 
• [S16] – Device  
• [S17] – Screen resolution  
• [S18] – Geographical override 
• [S19] – IP override 
• [S20] – Age 
• [S21] – Gender  
• [S22] – User language 
 

TABLE I 
MAPPING OF SOURCE ITEMS DEFINED IN SECTION IV AND TARGET “MONITORING ITEMS” DEFINED IN SECTION III

Input/ 
output T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 

S1 × × × × × × × × × × × × × × × × × 
S2 × × × × × × × × × × × × × × × × × 
S3 × × × × × × × × × × × × × × × × × 
S4 × × × × × × × × × × × × × × × × × 
S5            × × ×    
S6            × × ×    
S7            × × ×    
S8                × × 
S9      × × × × × ×       

S10      × × × × × ×       
S11      × × × × × ×       
S12      × × × × × ×       
S13      × × × × × ×       
S14          × ×       
S15 × × × × ×       × × ×   × 
S16 × × × × × × × × × × × × × × × × × 
S17 × × × × × × × × × × × × × × × × × 
S18 × × × × × × × × × × × × × × × × × 
S19 × × × × × × × × × × × × × × × × × 
S20 × × × × × × × × × × × × × × × × × 
S21 × × × × × × × × × × × × × × × × × 
S22 × × × × × × × × × × × × × × × × × 

                ×(*) ×(*) 
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The target data can be classified to which context of source 
data is the most suitable for their retrieval, which, in turn, gives 
an ability to define target classification. The list of target data 
given in the order of their classification is the following. 

 
1. Targets specific to step sequence/route length: 
• [T1] – Shortest path from source to target 
• [T2] – Longest path from source to target 
• [T3] – The most popular route (sequence of actions) 
• [T4] – Typical behaviour scenarios for different users 
• [T5] – Typical behavioural scenarios to achieve the goal 
 
2. Targets specific to looking for one particular step 

(action): 
• [T6] – The most often visited step (action) 
• [T7] – The most rarely visited step (action) 
• [T8] – Not visited step (no longer used) 

• [T9] – Repeated action within the particular scenario  
• [T10] – Wrong transition from one step to another (with 

return to previous step) 
• [T11] – Atypical action within the particular scenario 
 
3. Targets specific to time spent: 
• [T12] – Shortest time performing the particular step 

(potentially redundant action)  
• [T13] – Longest delay in the particular action 
• [T14] – Average time interval between actions 
 
4. Other: 
• [T15] – Percentage of actions used in the user’s session 

relative to a number of all available actions in the IS 
• [T16] – Search content 
• [T17] – User emotions and sentiment 
 

TABLE II 

DEPENDENCY DEFINITION BETWEEN SOURCE AND TARGET DATA COMBINATIONS WITH COMMENTS FOR THEIR IMPLEMENTATION 
 Target data Set of corresponding source data Comments on implementation 

1.  Shortest path from source to target 
Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
override, Age, Gender, User language 
 
Social network 

Implementable by algorithms for graph 
search 2.  Longest path from source to target 

3.  The most popular route (sequence of actions) 

Implementable by Markov chains 4.  Typical behaviour scenarios for different user 
groups 

5.  Typical behavioural scenarios to achieve the set 
goal 

6.  The most often visited step (action) Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
Override, Age, Gender, User language 
 
Item name, Event action, Event category, Product 
category, Document title 

Implementable by algorithms for graph 
search 

7.  The most rarely visited step (action) 
8.  Not visited step (no longer used) 

9.  Repeated action within the particular scenario 

10.  Wrong transition from one step to another (with 
return to previous step) 

Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
override, Age, Gender, User language 
 
Item name, Event action, Event category, Product 
category, Document title 
 
Bounce rates 

Implementable by Markov chains 

11.  Atypical action within the particular scenario 

12.  Shortest time performing the particular step 
(potentially redundant action) 

Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
override, Age, Gender, User language 
 
User timing time, Session time, Session length 

Implementable by algorithms for 
weighted graph 

13.  Longest delay in the particular action 

14.  Average time interval between actions 

15.  Percentage of actions used in the user’s session 
relative to number of all available actions in the IS 

Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
override, Age, Gender, User language 

Implementable by algorithms for graph 
search 

16.  Search content 

Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
override, Age, Gender, User language 
 
Application Name 

(*) Additional source data required to 
identify the specific target 

17.  User emotions and sentiments 

Client ID, User ID, Pages visited, Transaction ID 
 
Device, Screen resolution, Geographical override, IP 
override, Age, Gender, User language 
 
Application name 
 
Social network 

(*) Additional source data required to 
identify the specific target 
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By merging a similar set of source data and the same-typed 

target data for better visualisation, Table II shows dependence 
of similar/different source/target data pair combinations with 
comments on implementation.  

Table II is structured in such a way that both target and source 
data are grouped according to the combinations of data required 
for implementation and potentially used implementation 
methods. It can be concluded that by excluding two “special” 
target cases (which were also classified as being within “Other” 
group, namely – “Search content” and “User emotions and 
sentiments”), it is possible to determine both the source data set 
and the transformation algorithm for the other expected targets. 

Moreover, secondary data are not considered as an input 
parameter that allows deducing, for example, the 
shortest/longest path, but instead – as an additional attribute that 
allows deducing the determination of the shortest/longest path, 
for example, for people speaking different languages. It would 
be interesting to evaluate, for example, the “Wrong transition 
from one step to another” target from the statistical point of 
view in order to understand whether it is more common for men 
or women. 

Another eye-catching aspect could be the most popular path 
or target for people of different ages/genders. One more case 
for analysis can be related to the attribute of geographical 
position in the context of the most/less frequently used action, 
etc. 

However, care must be taken while interpreting the data, 
because specific uncommon cases might arise, for example, 
when grandson performs the necessary activities instead of his 
grandmother. This can negatively affect both the statistics and 
“noise” the data analysis. 

VII. CONCLUSIONS AND FUTURE RESEARCH   
This paper focuses on trending topics in the modern IT world 

and addresses the question on applying ML to the relationships 
between sources and targets of the UX. In the task of UX 
analysis, the focus is on user’s behaviour and its characteristics. 
The article identifies the expected results, which can provide a 
basis for UX experts to analyse user behaviour and compare the 
use of different system components to analyse and identify the 
differences and typical shortcomings in their development. For 
the processing and analysis of such information, the authors of 
the article have defined a list of input data – audit records can 
be used for this purpose.  

Audit records have been selected based on the fact that these 
may already be available in the typical IS and do not require for 
additional information to be obtained or for the IS to be 
adjusted. This, in turn, reduces obstacles to the implementation 
of the proposed user behaviour analysis procedures. This study 
has examined whether all required target data can be based on 
a potentially available input data set. 

Thereby, the research questions defined in the introduction 
(see Fig. 1) are answered with the results of the paper and can 
be expressed as shown in Fig. 3. 

 
 

 
Fig. 3. Depiction of the result of this paper regarding original research question. 

 
The main conclusions are the following. 

1. It is possible to utilise AI/ML automatisation benefits for 
analysis and potential improvement of UX of any existing IS, 
which is especially important in the state of COVID pandemic. 
2. Our study of related works has allowed identifying 
potentially useful source/target data for this task and 
performing appropriate mapping, which can be used by UX 
experts in combination with AI/ML for guided well-grounded 
discovering of usability problems of each particular IS, based 
on the analysis of specific real use cases. 
3. The proposed transformation algorithm, which is based on 
Markov Chains model, has proven that such mapping between 
source and target data is effectively possible. Further research 
is required to enhance the obtained results to ensure full data 
mapping support; this is planned to be done in the scope of next 
article, which will highlight results of our further research. 

One of the potential areas of future research would be to 
practically define the transformation of source/target data 
combinations and to propose the forms of visual reporting of 
the analysis results, with the possibility for the user to modify 
the necessary reports by combining and comparing data. 
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