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1. Introduction

The kind of an artificial neural network (ANN) presented in this work - perceptron
RP-2 is the development of ideas about recurrent perceptron stated earlier in [1]. The basic
achievement of the previous work was the fact that it became possible to use the error-
correction algorithm as in Rosenblatt’s perceptron, but for recurrent networks. It,
consequently, allowed refusing the error back-propagation algorithm [2, 3] which collides
with serious high-speed restrictions, therefore it cannot be used in problems with a big
dimension.

In the present article modelling the principle of relative refractoriness is considered. In
electrophysiology the relative refractory period is a time interval during which the raised
neurons gradually restore the ability to form actions' potential (stimulus). During the relative
refractory period, a stimulus stronger than the one which has caused the first activation of a
neuron, can lead to formation of a repeated activation of a neuron. The qualitative model of
refractoriness principle has earlier been discussed in the description of ideas about
synergistically active neural models [4]. Hereafter, the principle of relative refractoriness
described in the above-mentioned work is considered and it is shown that it cannot be used in
isolation from the architecture of ANN. As refractoriness has an important role in biological
organisms, it will be shown under what conditions the modelling of this principle and at what
architecture of ANN it can be favourable informatively and how it is used in perceptron RP-2.

2. The structure of perceptron RP-2

It makes sense to start with reminding the reader of the architecture of recurrent
perceptron RP-1 as in perceptron RP-2 it does not differ schematically (Fig. 1b). Such
architecture shapes can be observed if one supplies Rosenblatt's perceptron [5] with the
feedback and contextual receptors of the Jordan network [6]. Thus training does not occur by
the error back-propagation algorithm as in Jordan network, but by the error correction
algorithm as in the Rosenblatt’s perceptron. The basic feature of perceptron RP-2 is that the
principle of refractoriness is realized in it. Below some formal definitions supplementing the
ones described earlier in [1] are listed.

Definition 1. Recurrent perceptron RP-1 is a system that meets the following conditions:

1. The system consists of binary S, Si,, A and R - elements;



2. The system represents perceptron with consecutive connections only going from S-
elements (and Si, — elements whose groups are divided into modalities) to A - elements
and from A- elements to R-elements;

3. The system possesses feedback with an individual time lag from a R-element to Sj,;-
elements by means of which R-elements can influence the Sj,-elements during the
following moment of time;

4. Weights of all connections of S-elements and S;, — elements to A - elements are fixed (do
not change in training) and are selected once, in stochastic process with a certain function
of distribution;

5. Weights of all connections from A - elements to R-elements are variable and are adjusted
during training by the method of error correction;

6. The number of connections of S-elements and S;, — elements to A - elements is defined by
number d which is considerably less than the total number of sensing elements and is
chosen for each of the modalities. The total number of input connections of A - element
will be equal to the sum of numbers d chosen for each of the modalities. Connections of A
- elements to R — elements are defined by the strength of connection which is defined at
training and in some cases can be equal to zero, i.e. be absent;

7. The time of internal processing of a signal is synchronized with a certain frequency 7,
and the internal processing takes some time, which corresponds to the length of the
remembered sequence of pairs of stimulus-reaction. And the internal processing of one
stimulus-reaction pair is equal to one cycle of network work;

8. Training can be divided into phases (see Definition 3).

Definition 2. Perceptron RP-2 is a system satisfying all conditions of recurrent perceptron

RP-1, but in addition each associative element possesses a refractory period, which means

that after activation of A — elements, the threshold for the period of internal processing a

signal increases by the certain size. And then after each time unit of the internal processing

decreases by exponential law (an example of the refractory period fading see in Fig. 1b below
on the right). At the reception of a new external signal with frequency 7 the thresholds of all
associative elements are established to be equal to zero.

Definition 3. The training phase is the name we give to the process of realization of network

training with one subset of training sample which is given by the experimenter for an agent’s

training. Division of training into phases enables the trainee to receive the information in
understandable portions. At each following phase the network is already in partially trained
condition.

3. An example of using perceptron RP-2

3.1. The goal of agent’s training

In an artificial intellect there is a concept of a trained intellectual agent - in our case, it
is the program system observing the model environment, capable of training and adaptation to
changing conditions. To carry out its functions actively, the agent usually has a hierarchical
structure including many "subagents". Only the work of sensor subagent (further called
simply “agent”) which on the basis of sensor signals creates its “ picture of the world” will be
considered.

The agent uses the mechanism of perceptron RP, which enables it to respond to the
information in the model environment and remember the important parts of it. In experiments
we shall compare the first version of recurrent perceptron RP and that of refractory
perceptron RP described here below. The behavior of the agent on the basis of the analysis of
the information received by it is not considered in this paper. Instead, attention is only paid to
the process of training with reinforcement, its speed and some of its characteristics.



The model environment represents a map of a district (Fig. 1b, below on the left),
divided into 276 squares (sites) of various types —meadow, plain, hill, river, woods, etc. (20
kinds in all). Each type of territory differs in the quantity of resources which can be received
while cultivating this territory. There are four kinds of resources — food, metal, gold and the
speed of moving an object on the territory.

In the training process the agent passes all positions on the map. During the first stage
it passes through (one after another) 10 external positions on axis X and 15 positions on axis
Y — 1350 positions in total (the coordinates are coloured white in Fig. 1b). And during the
second stage the agent passes through (one after another) 9 internal positions on axis X and 14
positions on axis Y — 1134 positions in total (the coordinates are coloured grey in Fig. 1b).



Output Information

1. Hill 1/0/0 0010-0000-0000-0000

2. River | 3/1/0 0010-0000-0010-0000

3. Woods | 4/3/0 0010-0000-0011-0000

4. Hill 5/3/0 0020-0000-0011-0000

S. River | 7/4/0 0020-0000-0021-0000

6. Woods | 8/6/0 0020-0000-0022-0000

7. River [ 10/7/0 | 0020-0000-0032-0000

8. River | 12/8/0 | 0020-0000-0042-0000

9. Woods | 13/10/0 | 0020-0000-0043-0000 | ——

Fig. 1a. Example of input and output data (stimulus-reaction pairs)
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Fig. 1b. Structure of nerceptron RP reauired for the sensor subagent which is being considered




While passing through different positions in the model environment, the agent thus
forms a training sample which consists of a set of stimulus—reaction conformities (Fig. 1a). As
a stimulus, a visual image of 9 sites surrounding the agent (one site has the size of 64x32
pixels with 256 colour scale) (see Fig. 1b, on the left, in the middle — an enlarged part of the
map of the district) is used, and the teacher trains the agent to create corresponding semantic
reactions. The information given by the teacher in training and then required at the output
consists of three components:

1. Types of the territory surrounding the agent;

2. Quantity of identical territories of a certain type (the number of meadows, plains,
oceans, rivers, etc.) surrounding the agent. This kind of a set forms 20 numbers — one
number for each type of territory;

3. The quantity of resources existing in the area investigated by the agent; thus, a mask of
resources is created consisting of 3 numbers (quantity of food/metal/gold), describing the
total quantity of resources in the adjoining area where the agent is located.

During the internal processing it is necessary to accumulate information keeping in
memory, for a simultaneous analysis, up to 9 types of territories, thus having full information
on the state of the whole area surrounding the agent. An example of such input-output data is
shown in Fig. la.

3.2. The results of modelling

The program developed is executed on one virtual processor of four-nuclear processor
Xeon E5310 under OS Windows Vista x86. The system used 800-950 Mb of operative
memory from 2 Gb available.

A is the number of elements which depends on the total number of stimuli necessary
for storing (2484) and makes up, as a rule, 60-80 % of that number. In a test problem, training
is carried out in two stages (1350+1134 stimulus) and tested on two cases with 1500 A -
elements (the bottom border) and 2000 A - elements (the top border). Thus, four various
experiments were carried out whose results are summed up in Fig. 2 — 5.

By virtue of networks’ recurrence during its work, 9 internal conditions are formed,
which is defined by the length of sequences defining the type of territories, summation of the
quantity of identical types of territories and quantities of resources on them (Fig. 1a) is
formed as well. And then the whole available complex of the information is given at the
output. Later on such information will enable the agent to choose the direction in search of an
optimum place on the map of the district (this process is not considered in the present paper).

Thus, recurrence is used as if for an opportunity of internal processing of the
information — restoration of 9 similar sets of information about each site remembered before.
To be more precise, for each step of internal processing there may be not simply restoration of
separately collected information on a site, but a certain operation (for example, summation)
taking into consideration the background of the analysis of those 9 sites. Certainly, such
operations are simply specified by training, they are not formed in a network. On external
sensor controls (on the retina) there is the same stimulus, and by virtue of the internal nine-
cycle work a ready-made result is achieved.

Refractoriness principle is realized as follows: if A — element got activated, its
threshold increases by 100 units. During the following time unit of the internal processing
(step) the threshold will go down to 81 units, i.e. in accordance with square-law dependence
(972 = 81). This will go on further up to 64, 49 and 36 until it reaches zero.

Comparing Figures 2 with 3 and 4 with 5 it is possible to analyze a difference: whether
refractoriness principle is realized at A — element or not. And comparing Figures 2 with 4 and
3 with 5 is possible to see the difference between different quantities of A - elements. There



are four curves in each figure which enable one to see how various characteristics change in
relation to each other depending on the number of iterations of the training process. The
number of iterations is shown on axis X, and the number has various senses - on axis Y. For
the convergence curve that is the number of errors on the given iteration; for the speed of
training curve that is the time spent on modelling (in seconds) before the given iteration; for
the curve of training the classifiers it is the number of the classifiers trained during the
iterations expired; for the curve of increase in the weight factors — it is the total strength of
connections (in thousands) available for the given iteration.

‘\ i, \
\ WMW’W WMM k\\ﬂ\«m
W"'AW‘“WM ) I — W‘N\/M’W‘
- AR
o Comerpespcna o et ) S et sty  Comereree paces tramumborot o) e
Fig. 2. Characteristics of training of perceptron Fig. 4. Characteristics of training perceptron
RP-2 realizing refractoriness principle, at a RP-2 realizing refractoriness principle, at a
minimally necessary (60% of the total number of practically sufficient (80% of the total number
stimuli) number of A — elements of stimuli) number of A — elements
I,
[™,
.
v "y
™y
WMM
\
\ ‘M. \ M‘w
\ n ",
\ N / YA
i
Number of classifiers trained = Total strength of connections between A and R elements (in th.) . Total strength of cor
— Convergence process (the number of errors) “— Modelling time (in seconds) “— Modelling time (in s¢

Fig. 3. Characteristics of training of recurrent Fig. 5. Characteristics of training recurrent
perceptron RP-1 in which refractoriness principle perceptron RP-1 in which refractoriness
is not realized, at a minimally necessary (60% of principle is not realized, at a practically
the total number of stimuli) number of A — sufficient (80% of the total number of stimuli)
elements number of A — elements

It should be noted that the schedules clearly show the difference between the first and
second grade levels (see definition 3). At the first stage half of the information is
remembered. And at the beginning of the second grade level practically everything that was
learnt at the first grade is forgotten. On the curve, two jumps with the subsequent convergence
up to zero correspond to convergence to grade levels. But if information at each stage was not
added in such big amounts, then there would be less forgetting. But on the other hand,
training with a greater number of stages would require more time. Therefore it is more
effective to receive the information all at once in several portions (subsets of training sample)
which is similar to the agent having short-term memory which then forms long-term memory




in the form of neuro-network models of the agent’s “world". One can also notice that the
speed of training at the first stage is always higher than at the second. That is because at the
first stage there is still a lot of free memory (the number of A-elements is twice than the
necessary quantity) — that is where prompt training comes from.

One of the curves on the schedules shows the number of the classifiers trained. The

fact is that each classifier is trained absolutely independently (in parallel) of another. And
when one of the classifiers has been trained, that is its output always corresponds to the value
required at all stimuli, it can be excluded from the training procedure. Various classifiers take
different time to train which is due to the complexity of dependence of reaction to stimulus.
And the greater the number of classifiers trained, the less time will be spent on subsequent
iteration, which can be seen on the schedule. The curve of speed of training (in seconds)
depends on the number of the classifiers trained more than on the number of errors.
Also it makes sense to track the total strength of connections between A and R elements.
There is a hypothesis that it should increase constantly depending on the number of iterations.
That assumption is based on the fact that Minsky has shown on a separate example for a
problem on a predicate parity [7] that the weight factors will increase beyond all bounds. Here
one can see from a problem at which experiments were made that the total strength of
connections only increases at the beginning, and then for a long time it is practically in a
stable condition, having only insignificant fluctuations. Also it is worth noting that the total
strength of connections has a negative sign. It means that the number of connections raised
during each moment of time is small but their strength is big enough to overcome the general
background of braking influence that is during the moment of receipt of the stimulus there is a
sharp dot splash in activity. It is for this reason that such method of training is stable. If the
total strength of connections were positive, any insignificant stimulus would activate a big
number of elements and it would be difficult to differentiate between various stimuli in such
conditions.

4. Conclusions

Perceptron RP-2 owes its characteristics first of all to the refractory effect which can
be observed at the results of modelling. But refractoriness principle can only be applied in
recurrent networks which possess a number of characteristics of perceptron RP-1. Thus, that
principle can only be good in perceptron with certain architecture, but used all by itself, it
cannot do any good: on the contrary, it may make the network unstable, and because of that
the time of training will increase or there will be no convergence.

If we apply ideas about refractoriness principle to the artificial neural network, then
irrespective of its architecture the network during training will be unstable, and it would need
to be retrained constantly as simultaneously two parameters will change iteratively—
thresholds and strengths of connections. And it is clear, that theoretically at best it will take
more time (as at the following iteration the strength of connections will steal up at other
thresholds), and practically the probability of convergence of a network will be the smallest
and will worsen when the dimension of the network increases. Besides, such a network will
not be indifferent towards the order perceives external stimulus, which means that such
network will not be universal.

Here the researcher faces a choice: on the one hand, it is necessary to reflect the
dependence on the previous conditions, and on the other hand — it should not matter for
classification in what order the stimuli came. This paradox can only be removed by recurrent
networks and if the stimuli are divided into external and internal ones. Besides,
synchronization of processing the internal stimuli is important, and, as a consequence,
reception of external stimuli with a certain frequency and generating some reaction only



during certain moments of time (the 7™ condition of definition of perceptron RP-1) is

obligatory. That is the basic difference from architecture of the ANN by Jordan.

However, it is not enough to achieve stability at network training and it is therefore
necessary to note two more nuances:

1. The first layer should not be trained, which means that connections from the first layer
should not change during the training (the fourth condition of definition of perceptron RP-
1). That is necessary because training — display of the nonlinear data which have acted
from sensor controls on linear representation becomes unreasonably complicated, greater
dimension has already occurred, and any change will lead to a situation in which it will be
a totally different display (in no way better than the initial one), which will be another
factor of instability at training. Besides it will take some extra time of modelling without
getting the quality required.

2. Refractoriness principle can only be applied during the internal processing of the stimuli.
At reception of an external stimulus, the thresholds are set in the initial condition (the
condition of perceptron RP-2 definition). That must be done because external stimuli
should be perceived no matter in what sequence they have come or what internal activity
there is in the network now.

Why does the refractory effect influence the speed of training so much? It is not only
because the A - elements alternate thanks to which the active elements have time for a phase
of rest after excitation. Another reason is that such alternation allows us to reduce, firstly, the
number of active A - elements and, accordingly, to correct a smaller number of weight
factors. Secondly, alternation enables us to better sort A — elements, both used and unused. As
a rule, after a random choice of fixed connections of the first layer, very close groups with
greater crossing are activated (as the external stimulus remains unchanged during internal
processing, and the differentiation only occurs due to internal stimuli). It is the refractory
effect that reduces such crossing, enables us to involve even those neurons whose activity
would not normally make a serious contribution, but as the activity of the strongest neurons is
muffled, some other weight factors are adjusted. Any reduction in crossing, as a consequence,
leads to reducing the effect of forgetting during the training. Therefore fewer iterations (and
not just less time) is required in perceptron RP-1.

As a matter of fact, that is a more successful realization of the principle of neurons’
competition in the middle layer. For this purpose in other architectures, as a rule, braking
connections are introduced between neurons of the middle layer which reduce the excitability
of neurons. Then braking leads to increasing the output of the most highly active neurons at
the expense of the next ones. Such systems increase contrast, raising the level of the activity
of the neurons connected to the "bright" area of the retina, at the same time weakening the
outputs of neurons connected to the "dark" areas still more. But introduction of such
connections requires more resources and is ineffective in the long run.

That happens because if one introduces such connections casually, it is necessary to
make sure that closed contours (feedback) are not formed, otherwise it is necessary to control
the stability of the system. And the main thing is that introduction of such connections in the
middle layer at best doubles the total number of connections in a neural network. As a result,
the effect gained is lost in calculation of neurons’ activities. At the same time for modelling
the refractory effect it is enough to change the threshold of A — element, without introducing
excessive connections and calculations connected with them.

To sum up, we can state that the additional realization of refractoriness principle in
perceptron RP-2 enables one to accelerate training of a network on average five times. At the
same time no additional elements are introduced into the network, simply the available
associative elements are used more effectively. Besides, realization of refractoriness principle
for internal processing does not destabilize the functioning of the network. That means that



this principle can only be applied to recurrent networks at which there are inwardnesses.
Otherwise, the network would not be steady, and consequently, will be unsuitable for
practical use.
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Jakovlevs Sergejs. Refrakteritates principa pétiSana rekurentos neironu tiklos

Darba ir paradita Rozemblata perceptrona un DzZordana tikla apvienosanas iespéja, kura rezultatd
perceptronam parddas atgriezeniskas saites, bet apmdciba paliek tik pat atra un efektiva ka apmaciba
Rozenblata perceptrond. Darbd paradita ari refrakteritates modelesanas ipasa loma asociativos elementos, kas
Jauj atri iegaumét iekseja stavokla secibu. Tas notiek pateicoties tam, ka refrakteritates process automatiski
regulé slodzi, kas gulstas uz asociativiem elementiem, izvéléjoties grupas, kas vél nebija izmantotas. Tas
savukart nosaka tikla diferenciaciju uz sava starpd maz saistitiem neirona ansambliem un tadejadi izce] to no
klasiska perceptrona, kam tritkst vienlaicigi aktivo asociativo elementu skaitla vadisanas. Tada veida
Jjauniegiitais rekurenta perceptrons RP-2 ir notestéts agenta, kurs ir ievietots imitdcijas vide, apmdcibas
uzdevuma.

Jakovlev Sergey. Investigation of refractoriness principle in recurrent neural networks

This paper describes a possibility of combining Rosenblatt’s perceptron with Jordan network. As a result, the
perceptron gets the ability to have feedbacks. At the same time, teaching remains as fast and effective as in
Rosenblatt’s perceptron. The paper also emphasises a special role of refractoriness modelling in associative
elements, which enables the network to rapidly remember sequences of internal states. This occurs because the
process of refractoriness automatically regulates the load the associative elements experience when choosing
the groups that have not been activated yet, which, in its turn, determines network differentiation into a series of
ill-connected neural ensembles and distinguishes it from the classical perceptron that does not have control over
the number of simultaneously active associative elements. The recurrent perceptron RP-2 obtained in the above
way is tested on the problem of teaching the agent which is placed into the simulation environment.

SxoBaeB Cepreii. UcciienoBaHue NpuHIUNA pe)PAKTEPHOCTH B PEKYPPEHTHBIX HEHPOHHBIX CeTSX

B pabome nokasana 6o3moscnocms cosmeuenust nepyenmpona Poszenbiama u cemu [ocopoana, @ pezyivmame
yeco0 nepyenmpon npuobpemaem obpamHvle C63U, A OOyYeHUe OCMAEmCcsi MAKuM e OblCmpbiM U
agppexmusnvim, Kax 6 nepyenmpone Pozenbrama. B pabome makoice nokasama ocodas poib MoOeruposanus
pedpaxkmepHocmu 6  ACCOYUAMUBHLIX — DNIEMEHMAX, YMO  NO36ONAem  cemu  Obicmpo  3aNOMUHAMb
NnOCIe008aMeNbHOCHU — GHYMPEHHUX —COCMOSAHUL.  Omo  npoucxooum 61a200apsi mMOMy, HmMO Hpoyecc
pedpakmepHocmu agmomMamuiecKy pecyiupyem HazpysKy, KOmopas JOXCUMCsL HA ACCOYUAMUBHBLE DTEMEHNb,
svlOupas epynnvl, Komopvle He ewe Ovliu 3adelicmeosanvl. IDmo, 8 C60l0 ouepedsb, U onpeoeisem
oupgepenyuayuio cemu Ha paO MANOCEA3AHHBIX HEUPOHHBIX aHcamOnel u omaudaem Om KIACCUHECKO20
nepyenmpona, y KOmopo2o OMCYMCmeyen YNpagieHue Yuciom OOHOBPEMEHHO AKMUBHBIX ACCOYUAMUBHBIX
anemenmos. Tonyuennvlii maxum obpazom nepyenmpon RP-2 npomecmupogan na 3adave odyuenus azeHmad,
NOMEWEHHO20 8 MOOENbHYIO Cped).



