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Abstract — This paper presents a literature review of article
related to the use of decision tree classifiers igene microarray
data analysis published in the last ten years. The an focus is on
researches solving the cancer classification probte using single
decision tree classifiers (algorithms C4.5 and CART)and
decision tree forests (e.g. random forests) showirgirengths and
weaknesses of the proposed methodologies when comgah to
other popular classification methods. The article Bo touches the
use of decision tree classifiers in gene selection.
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|. Introduction

1. Classification in Bioinformatics

Microarray technology enables scientists to explgeme
expressions of thousands of genes simultaneoushe T
patterns that are hidden in this amount of datacaseial for
diagnosis and monitoring of diseases like cancdrcam only
need a fraction of the whole gene set. The mettiuatswere
initially used to analyze the data were mostlyistiaal but the
introduction of machine learning tools to bioinfatics
problems has shown to pay off, mostly in classifaratasks
that in this particular field are diagnostics — ksic
patients/control group and types of illness, anaydesponse

Gene expression microarrays allow monitoring anfronitoring via short time series of gene expressiohhe

studying gene expression profiles. Microarrays awntlata of
up to several hundred patients and tens of thossahdenes
simultaneously. These microarrays can be usedidgndstics
and monitoring of illnesses as well as patientsponse to
medication. For all these tasks it is importanidentify the

profiles of similar gene expressions that can ptirgroups of
sick/healthy people, different types of cancer, &tese tests
have only recently become widely available and mesdarch
to find the best fitting analysis methods. For tpisrpose
many scientists are looking at the machine learnmiethods to
find those that perform well on data with this dfiec
character.

The choice of the classification method is not nitgi and
different classification algorithms fit differentrqgblems —
there is no one dominant method. Lee et al. [1]ppse
support vector machine (SVM) as the method thamnast
likely to provide the best classification resulthile working
with high-dimensional data and/or missing data {2]4].
However, the right data pre-processing can shoigrafieant
improvement on other methods. Decision trees apgepr to
be as effective as other classifiers and exceeéfftoeency of
other classifiers for particular problems. Researslalso give
preference to decision tree classifiers becausheif ability
of relevant gene selection and scalability, as \aslimodel
accuracy and easy interpretation.

This article presents reviews of papers publistieces2000
that use decision tree methods for cancer claasiic in gene
expression data.

The paper is organized as follows. An overview ehg
expression microarray technology and related dlaation
problems is presented in Section 2. Decision ttassdication
methods (single decision tree classifiers and detifrests)
are introduced in Section 3. A review of relevartictes is
presented in Section 4. Finally, some concludingaiks are
made.

peculiarity of these tasks is not only the high-eitsional data
but also the evaluation of classifiers and resuitsakes into
account not only the accuracy of classification eiedut also
their biological relevance [5]. These models cawveat
underlying processes, gene interaction and markeeg For
example, decision trees provide information aboeneg
interaction by their stepwise splitting of the datt — each
split reveals one gene and the hierarchical stractbhows the
nature of interaction.

Ill. Decision Tree Classifiers

Decision tree classifiers recursively partition tinstance
space using hyperplanes that are orthogonal to. akies
model is built from a root node which representsattribute
and the instance space split is based on functicattobute
values (split values are chosen differently forfedint
algorithms), most frequently using its values. Tleaich new
sub-space of the data is split into new sub-spieeatively
until an end criterion is met and the terminal rodieaf
nodes) are each assigned a class label that refgete
classification outcome (the class of all or majordf the
instances contained in the sub-space). Settingritie end
criterion is very important because trees thattaoelarge can
be overfitted and small trees can be underfitted surffer a
loss in the accuracy in both cases. Most of therélgns have
a mechanism built in that deals with overfitting;is called
pruning.

Each new instance is classified by navigating tfrem the
root of the tree down lo a leaf, according to thcome of the
tests along the path [6].

Although decision trees produce efficient modeigytare
unstable — if the training data sets differ onligtdly, the
resulting models can be completely different foosth two
sets. Due to that, decision trees are often useclassifier
ensembles.
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A. Sngle Decison Tree Classifiers leads to less error. This technique requires aragpaata set

The most popular algorithms that build single decigrees for pruning, which can be a drawback but it exarsiegery
for classification are C4.5 and CART (Classificatieind Subtree once and is much faster than other tecesifld].
Regression Trees)Decision trees were first proposed byCART uses minimal cost complexity pruning techniguech
J. Ross Quinlan in [7] describing algorithm ID3tthas used @ssigns costs to subtrees based on the error froming and
as a basis for other decision tree classifiers wee created the size of the subtree [10]. This technique daesequire a

changing evaluation functions and construction paters.
Algorithm C4.5 was proposed in [8] and CART algamit was
presented in [9] by Breiman et al. Both algorithdiside
attribute space in a similar manner but they differtree
structure, split criteria and pruning method.

Algorithm C4.5 usually uses Information gain or G&itio

as the criteria to choose the attribute for eachit.sp

Information gain is the change in entropy of infation if the

state of information is changed. LEtbe the class attribute

with values ., ¢, ..., c,,} and A attribute with values d,,

oy, ..., &}, H(C) be the entropy of the class attribute, anc?

H(C|A) conditional entropy that shows entropy®ff state of
attributeA is known, Information gain is:

(1)
I(C,4) =H({C) —H(C|4)

The entropy of attribut€ is:

2)
H(C) = - T, P(C = e)log; (P(C = ;)

where P(C=1¢,) is the relative frequency of class valie
And the conditional entropy is:

) : 3)
H(C|4) = -5, P(4 = a; )H(C|4 = a;)

Information gain favors attribute with higher numbef
values. To avoid that, gain ratio can be used. Thigrion
penalizes a large number of attribute values byidlig
Information gain with entropy of the attribute ifse

ncAa) (4)
IG(C.A) = Hm
where the entropy of attribute A is calculated@®vs:
)

H(A) = Tk, P4 =/ )log, (P(A = QJ_.D'

CART algorithm in its turn usually uses Gini indes
splitting criteria. Gini index is calculated as:

. (6)
G(C)=1-X; P(C =¢)

CART and C4.5 have also other differences like pin
method, missing values handling and others [10LniAg
examines and substitutes subtrees of the wholeniithea leaf
or a branch of the subtree where necessary. Césresluced
error pruning that analyzes if a subtree replaceméh a leaf

separate data set for pruning.

B. Decison Forests

Decision Forests is an ensemble methodology, wichls
a predictive model by integrating multiple modetie¢ision
trees); it can be used for improving predictionfpenance as
well as stability of classifiers [6]. The most péggumethods
are bagging, boosting and Random forests.

Bagging was first introduced by Breiman [12] in $99n
bagging for each trial=1,2,...,T a training set of siz&\ is
ampled with replacement from the original instan¢the
raining set is the same size as the original sétdome
instances may not appear in it while some instarggmear
more than once). Then a classifier is built forregenerated
set and the final classifier is formed by aggregatthe T
classifiers. To classify a new instance, a vote diaissk is
recorded by every classifier, and the final asgigriass is the
class with the most votes [13].

Boosting was first introduced by Freund and Scleafii#]
when they proposed AdaBoost algorithm. Boostingnitadns
a weight for each instance — the higher the weitjte, more
the instance influences the classifier. At eachl,tthe vector
of weights is adjusted to reflect the performandetlme
classifier, with the result that the weight of nhéssified
instances is increased. The final classifier alpgregates the
learned classifiers by voting, but each classifieose is a
function of its accuracy [13].

Random forests use a large number of unprunedidecis
trees, which are created by randomizing the splitaah node
of the decision tree. The number of attributes used
determine the decision at a node of the tree idgfiieed and
is less than the original number of attributes. @tigbutes are
chosen randomly and the best split among thosibw@ts is
chosen. The classification of a new sample is pawa using
majority vote [6].

IV. Literature Review

In recent years researchers have been using machine

learning tools to classify cancer (discriminatingahhy

individuals from cancer patients and discriminatiagiong

various types of cancer) for diagnostic purposesicroarray
data. Both simple decision tree classifiers (e.4.5Cand

CART) and their ensembles are used for varioussifieation

tasks. Although decision tree classifiers can keglder multi-

class tasks, most of the problems discussed ipaipers are
associated with data with binary classes.

The cancer classification problem is defined asofed.
Given a training seT = {(t,, ¢, ), (t;, £5), ... (£, 6,03, Where
t; is an m-dimensional vector of gene expressioneslm is
the total number of genes,= (x} x%....x™), m 3 n and
c; € £ is the class label of the i-th vector whirés the set of
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classes; a test s§t= [s,,s,,...5;}, where eacl, is an m-
dimensional gene expression data vector; find ssiflaation
function f that assigns class value c to each & wiaximal
accuracy.

A. Algorithms C4.5 and CART

Dudoit et al. [15] studied the performance of diffiet
discrimination methods for the tumor classificatioased on
gene expression data. For this purpose they usadeste
neighbor classifiers, linear discriminant analys&nd
classification trees (CART algorithm). To estimathe
accuracy of the classifiers the authors used I1d-fobss
validation. They also used classifier aggregation CART
classifiers to avoid instability — bagging and kows methods
were used to aggregate maximum ‘exploratory’ cfassi by
weighted voting. These methods were applied toetlsancer
gene expression data sets: Lymphoma, Leukemia &id0L
The data sets were pre-processed by imputing rgissata
using k nearest-neighbor algorithm, normalizing tla¢a and
selecting the most relevant genes based on the otiheir
between-group to within-group sums of squares. Vauate
classifiers the authors observed test set erres (@&0% of the
data were left out of the whole set to test thdt wlassifiers
for each run), observation-wise error rates (thapprtion of
times an observation was classified

classification methods worse. Although other meshod
achieved 100% accuracy (like Naive Bayes clasyifiecision
trees allowed the authors to explore the genedatiems and
assess interactions between genes. One of thereasons is
that these methods do not give much biologicalrmétion;
besides, they do not use available information alg®ne
interaction and significance of known genes.

Lee et al. [1] compared performance of 21 methddd t
were applied to seven cancer data sets. The methadsere
used for experiments included SVMs, neural networks
discriminant analysis methods, CART and aggregating
classifiers. They also tested three gene-selecproaches
and tested the efficiency using all of the clasaiion
methods. All the methods showed similar results.e Th
performance of CART algorithm was average when ceg
with other methods with the same pre-processingequiores.
SVM showed accuracy higher than 90% on most data se
outperforming other classifiers including CART thektowed
results between 44% and 90% accuracy. Aggregatieg t
classifiers mostly increased the performance ampleoformed
other classical methods (accuracy between 68% afl far
various data sets) but none of the algorithms veemsinant for
all data-sets. The authors also concluded that &tarfdrests
was the best method among the tree methods whetuthber

incorrectly)he T f classes is moderate.

performance of CART classifiers was intermediated an | qe et al. [16] studied the impact of different dimion

aggregated tree predictors were generally moreratzuThe
test set errors for Lymphoma data set were in thege

reduction methods on algorithms C4.5 and SVM. Six
dimension reduction methods — three linear (PCAehr

between 0 and 20%. CART algorithm had about 10%rer giscriminant analysis and linear MDS) and three -fioear

rate and the best of the tree classifiers — bogstiad
misclassified ~ 5% of the samples. In the Leukeddta set
(two classes) the test set error rates were imahge between
0 and 20%. CART boosting outperformed other denisiee
classifiers and had an error rate of ~5%. For thokess
problem in the Leukemia data set the test set eamge was

(Graph embedding, Isomap and LLE) methods wereiegppb
10 different cancer data sets with binary classesthen the
classifiers were tested on the reduced data. Wittheuuse of
dimension reduction the average accuracy was Verlas for
both classifiers. The use of linear dimension rédac
methods did not result in the expected improvemeht

between 4 and 8%, and CART boosting had misclassifi efficiency — the accuracy dropped whereas it rigeificantly

~5% of the test samples. The accuracy of the ¢lassin NCI
60 data set was much lower — the error was betwé€eand

when the non-linear dimension reduction methods ewer
applied in the same situation. When classificatdgorithms

60% and CART boosting showed ~48% error. The asthofyere applied to reduced data, C4.5 outperformed SVife

concluded that although other classifiers had higleeuracy
(linear discriminant and nearest neighbor methddswed
100% accuracy), they ignore the relations amondermiht
genes, whereas decision trees are capable to eaphbreveal
interactions among genes.

most of the data sets. The accuracy of algorithm5C4
improved reaching 100% using non-linear dimensitnal
reduction methods and Lung cancer and Prostateecalata
sets, the accuracy reached 96,9% for DLBCL date9886 in
Leukemia and Lymphoma data sets and 63,3% for @wvari

Lu and Han [5] discuss the solution of the cancefgncer data sets.

classification problem using machine learning tool§he
authors used Fisher’s linear discriminant analysisighted

Another research on dimension reduction was cord/éye
Horng et al. [17]. They introduced a new methodgehe

voting of informative genes — GS method, Naive Bayeglection based on C4.5 algorithm. The first stapttie

method, neural networks, decision trees, Neareghher
analysis, CAST, max-margin classifiers, SVM andraggted
classifiers (boosting). They applied these methodsublicly
available cancer cDNA microarray data sets — Calameer,
Ovarian-cancer, Leukemia, Lymphoma, NCI 60 and larot
NCI data set. They observed that all of the clasibn
methods performed well and none of the methodsigersor
to the rest. The difference between classical idieagon
tasks and cancer classification makes the perforenaof

proposed algorithm (called Resampling) is to inseedhe
number of virtual samples and avoid the curse-of-
dimensionality problem. Samples are randomly chas®h a
decision tree model is built for each new set ofijgies. Then
all internal nodes of the generated trees are gadhand the
genes that appear most frequently are chosendssitication
(the authors suggest taking 6-10 genes). The authsed
different approaches for classification — Naive &aynethod,
Decision trees, SVM etc. These methods were apppieti3
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public tumor microarray sets. When the authorstetite new

showing stable results using data sets with differaimbers

gene selection approach combined with Decision tre# genes. This shows the scalability benefit o treethods

classifiers, their accuracy was higher using masa dets than
the performance of the same classification methosisg
different gene selection methods (GEMS and HykGefikg
authors also tested other classification methodth whe
reduced set and the results varied for differenthods
applied to different data sets. The accuracy ofcklfsifiers
was lower using the 9 tumors and the 14 tumors skt that
can be explained by sample to class ratio — tha dats
included many classes and few samples for each plaking
it harder for classification algorithms to buildcacate models
and reveal the patterns that were in the data. @gérithm
had 65% to 70% accuracy using these data setsadtheacy

that is of high importance in tasks like microarrdgta
analysis.

Hu [20] proposed a new method for discovering rafgv
gene interactions called Recursive random ford®RH) that
is based on Random forests — in the first steastorandom
forest is generated to classify gene expressiora dat
recursively applying Random forest algorithm. Thére
generated trees are analyzed to find the most érgtyuused
co-occurring genes (interaction patterns), whichl¢anean
that these interactions are disease-relevant amtbeaised for
disease classification. He applied this methodotar ftancer
datasets — Breast cancer, NCI 60, Thrombocythemi a

of C4.5 using Leukemia data set was about 97%, tiichigan group lung dataset. First the pathwayshef data
performance using Colon tumor, SRBCT, DLBCL and ¢unwere ranked and the top 10% were used for builtkagdom

cancer data was around 95%. The performance usosiate
tumor and Brain tumor data sets was around 90%shbalatly
worse (but above 80%) for the rest of the data 3éts use of
the proposed gene selection method improved tHerpeance
of C4.5 algorithm that was up to 10% higher thandhcuracy
shown in other researches using the same data sets.

B. Decisonforests

Huang et al. [18] introduce Improved decision foigdF),
which, unlike the classical Decision forests, cae the same
feature several times so that the most informagjeres can
contribute more to the class assignment. This neethas
applied to Hepatotoxicity data as well as canceta da

forests — he removed one pathway at a time anddesie
other n-1 pathways with random forests. This was repeated
recursively until there was only one pathway l&te group

of pathways with the smallest error was then usedxplain

the observed sample types. Frequent itemset mimagthen
applied to this group to find co-occurring genesirdifferent
pathways. The author determined the most relevameg that
contribute most to the classification process asmpared the
gene subsets found to those discovered by Randoestfo
using its Mean Decrease in Accuracy feature evaland
85% of the found relevant genes overlapped the most
informative genes found by Random forest. The amguiof
RRF using Breast cancer data was 90.9% whereas the

classify types of cancer (colon cancer, leukemiad amccyracy of the Random forest was 88.8%. The acgursing

lymphoma), using full data sets (all genes) as aglteduced
numbers of genes (200, 100 and 50). The ‘signaleise’
gene selection method proposed by Golub et al. &3] used
to filter the genes and reduce the dimensionalifihe results
were compared to six other classification methattduding
Random forests, bagging and boosting using C4.Ssifler.

Thrombocythemia data set was 90% for RRF and 8Zd%
Random forests. The performance of RRF using NG&&
set was 88%, Random forests showed 84% accuracy. Th
accuracy using Lung cancer data set was 81.2% Rit &d
75.3% for Random forests. This research shows that
proposed method for pathway analysis performs beite

The Improved decision forest and Random forest €bwppenotype classification than the standard Randoresfs

better results (2-3 % more accurate) than SVM ahiiN k
classifiers particularly on full data sets (thowsamf genes).
The accuracy of IDF using the Hapatotoxicity da¢h was

method. This approach also helps to discover pialent
interactions between genes.
Zintzaras and Kowald [21] used Forest classificaticee

90% using all genes for training and rose to sighbove 44 Forest SVMs to classify four types of tumorpiostate
91% when the gene selection method was applied. Thgne expression data. At threshold split value .60D and

performance of all classifiers evened out when ghee set

using 100 markers, the classification tree condisié 29

was reduced to 50 genes (~91% accuracy). The aycofa terminal nodes and achieved perfect classificatiborest
IDF using Colon data set was 82% using all genes (t sym performed worse and its performance improvedmvh

method outperformed others) and rose above 83% \len
gene selection method was applied. For both oktdesa sets
bagging performed very well, showing accuracy thas at
most 2% below the accuracy of IDF. The accuracyD#
using Leukemia data set was highest (97%) whengthe
selection was not applied. The performance usiegédduced
data set dropped slightly (1-2%). The performanétdDi-
using Lymphoma data set was average (accuracy 886
or without gene selection) but Bagging outperfornotder

the set of genes used for classification increase®00 and
more genes. The authors note that Decision tressifilers
allow exploring the data structure and relevantegeand they
provide easy to understand decision rules.

Diaz-Uriarte and Alvarez de Andrez [22] introduceneéw
approach to gene selection for classification baseBandom
forests. They also use Random forests for canessification
in gene expression data comparing its performaritte KN,
SVM, Diagonal linear discriminant analysis (DLDANd

methods and showed stable performance for differegfynken centroids. For gene selection, the authmes

dimensionalities (96.6% accuracy). Authors conclutiat

measures of variable importance of Random foredhe-

bagging suffered less from the curse of dimensignal gecrease on classification accuracy. They itertified the
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least important variables (genes) and discard thestvi20% of
the variables without recomputing the importance tioé
variables at each step. Then the solution with ghellest
number of genes and an acceptable out-of-bag eatar
(previously set based on preferable range withistandard
errors of the minimum error rate of all forests)ciwsen for
classification. The authors used Leukemia, Breasicer,
NCI60, Adenocarcenoma, Brain cancer,

They can provide important information about gene
interactions that can be studied further to exptheeffect of
marker genes. Also the construction process ofsaetitree
models is relatively fast and they are featureddrious data
mining and analysis tools.
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efficiency of the classifiers using that proposethe selection
method is in most cases comparable to the effigieofc
Random forests and also comparable to the effigiehother
classification methods. The accuracy of Randomstsrasing
Leukemia data set was 94.9%. This result was ageaxad the
method was outperformed by 4 other methods (SVMvsklo
the best result — 98.6% accuracy). The performaofcell
methods using Breast cancer data set with two etasss
very similar — Random forests using the proposedege
selection method had 66,8% accuracy and the bssl ngas
67,4% (Shrunken centroids). Using the Breast cada& set
with three classes the Random forests (using tlpgsed
gene selection method) had 65.4% accuracy and rfotped
other methods. The accuracy of Random Forests (NGO
data set was 74.8% (the best result was 75.4% @ingnken
centroids). The RRF method also outperformed atiethods
using Adenocarcenoma data set with 87.5% accuréhg.
results using Brain cancer data set were very gty RRF

(84.6%) that was outperformed only by SVM (86.2%s]

accuracy). The accuracy of RRF using Colon canega det
was 87.3% that was outperformed only by Shrunkertroils
(87.8% accuracy). The performance of RRF using Liyonpa
data set was very good (99.1%

accuracy). The RRF using the proposed gene satettaihod
and Prostate cancer data set was the best and haeo 9
accuracy. The performance of RRF using SRBCT dzttavas
average and had 97.9% accuracy (the best resulO8:886
for DLDA method). This research showed that theraa one
best method for all data sets and Random foresfsrpe as
good or in most cases even better than other fitag&in
methods.

V.Conclusion

There is no one universal method that fits all ked tasks
but with right data pre-processing decision tread their

ensembles can be very efficient and outperform rothe

methods. Better results can be achieved using gatjpe@ of
decision tree classifiers like bagging, boostingl &andom
forests. Decision trees are very attractive foreaeshers
because they are interpretable for experts that dane any
knowledge about machine learning methods. Takinp in
account the specific character of the gene exmmesdata,
decision trees have another advantage — they ateb$e and
can work well with data with high dimensionalityhéty
outperformed other methods on full data sets ad asl
reduced data sets with 200 genes). Decision tregelnalso
allow exploring data structure and provide decisiotes.

accuracy) and was
outperformed only byk nearest neighbor method (00.2%

complex of intelligent methods and medical and dgalal data processing
algorithms for oncology disease diagnostics impnoeet’.
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Inese Pdaka, lgors Toms, Arkadijs Borisovs. Lemumu koku klasifikatori bioinform atik a

Rakst piedivats literafiras apskats, anadijpt zinatniskos rakstus, kas apskata klagifiias koku un to ansaribmetozu izmantoSanu klasiditijas uzdevuma
risinaSanai bioinformatika. Apskatts \&Za klasifikicijas uzdevums, karnosaka #Za tipu vai pacienta diagnozi (slims vai vesel®) genu ekspresijas datiem
(mikroreZa formata dati).

Apskatti vairaki raksti, kas analiz dazadu klasifikacijas metozu pielietoSanas i€fgs &du bioinfornatikas uzdevumu risiiSara un saidzina to veiktspu,
izmantojot daZdas datu kopas un pirmagstes pieejas. Klasifikatoru 3drinaSara nemts \&ra af ipatrgjais datu raksturs — dati satur \&ins tikstoSus atribtu
(genu) un satdzinoSi maz ierakstu (dazi desmiti vai simti), kgmftina klasisko datu ieguves metozu dath Apskaitajos rakstos apraksts Emumu koku
metodes Saj rakst tiek saldzinatas [Ec to efektiviites (klasifikicijas Wuda/preciziite), kas uZidita vaiikas popudras gsnu mikroreda datu kops
(leikeémijas, limfomas u.c. datu kopas).

Rakst aff apskaittas uz émumu koku izmanto$anu batsis metodes, kas izmantotasg atlasei. &las metodes ir, pietram, gnu lietdefbas noteikSanagp
lémumu koku klasifikatoru konsteSara izmantoés atrikiitu informaivuma noeérteSanas pieejas (Information Gain u.c.) unigeda Emumu koku mezu
genegSana, nosakot visbig izmantotos gnus, kas tiek atlats talakajam darbam.

Kopuma lemumu koku klasifikatoru veiktga ir lidz\ertiga vai @rsggj citas klasisks metodes, veicot pareizu datu pirmajmitrLémumu koku klasifikatoru
ansambu veiktsgja lielakoties @rspgj vienkarSu Emumu koku klasifikatoru veiktgju, nemot \era Sadu klasifikatoru nestabiliti. Lemumu koku priekSraba
ir af to viegh interpretjaniba un to spja atkht sakatbas datos, kas var paiet atklat genu lomu slinibas diagnostikunarstSars.

Huece [Moasixa, Urops Tom, Apkaauii Bopucos. JlepeBbsi pemienuii B 0uonngpopmatuke

B cratbhe npemioxkeH 0030p JUTEpaTyphl, aHATHU3 HAYYHBIX CTAaTeH, KOTOPHIE PAacCMAaTPUBAIOT MPUMEHEHNE METOJOB JCPEBLEB PCIICHUI M MX aHcaMOJeH i
pelenus 3anad kiaccudukanuy B OnonHdopMatuke. PaccmaTprBaeTces 3amada KiaccU(UKaLMU paka, KOTOpasi OMpeAe/sieT THI paka MM JUarHo3 MalleHTa
(GosbHOM MK 310POBBIIT) MO AAHHBIM SKCIIPECCHHU I'eHOB (JaHHbIe POpMaTa MUKPOUYHIIOB).

PaccMaTpuBaroTCsl CTaThH, B KOTOPBIX aHATM3HPYIOTCS BO3MOXKHOCTH NMPUMEHCHHs Pa3IMYHBIX METOAOB KiacCH(UKAuuu B 00nacTd OHOMH(MOPMATHUKU MPU
PCIICHUH MOAOOHBIX 33124 M CPAaBHUBACTCS MX NMPOU3BOAUTEIBHOCTH C MOMOIIBIO PA3IMIHBIX HAOOPOB JaHHBIX M MOAXOA0B mpenobpaboTku. Ilpu cpaBHeHHH
KJIacCH(UKATOPOB TAK)KE TIPUHMMAETCS BO BHUMAaHHE OCOOBIA XapaKTep JAHHBIX - JAHHBIC COJACPXKAT HECKOJIBKO THICSY MPU3HAKOB (T€HOB) U OTHOCHUTEIBHO
HEOOIBIIIOE YKCIIO 3aMHCceil (HECKOIBKO IECATKOB MM COTEH), YTO OCIOXKHSET paboTy KIACCHYECKHX METOIOB JOOBIYM MaHHBIX. METObI IEPEBbEB PEIICHHI,
paccMaTprBaeMbIe B CTATBSIX, CPABHUBAIOTCS B JAHHOW cTaThe MO MX 3(QeKTUBHOCTH (OIIMOKa/TOYHOCTD KIIACCU(UKALMK), TOKa3aHHON B 3KCIIEPUMEHTAX C
MOMYIISIPHBIMA HA0OpaMK JaHHBIX TeHHBIX MHKPOYHIIOB (HA0OpaMu JaHHBIX O JICHKEeMHH, TUM(OME U APYTHMH).

B cratee Tarxke 00CyXIOaeTcs HCIOIb30BAaHHME METOJIOB Ha OCHOBE JEPEBBHEB PEIICHHMH JIs 0TOOpa reHoB. Takue METOIbI BKIIOYAIOT B cels, HampuMep,
MCHOJIb30BaHKE TOJXOIOB K OlLeHKe MH(popmatuBHOCcTH aTpubyToB (Information Gainu T.1.), KOTOpbIE HCIONB3YIOTCS TIPU TIOCTPOCHUU KIIACCH(DHKATOPOB
JIEPEeBBEB PELICHUI, W TEHEPALMIO CIIyYalHbIX JIECOB AEPEBbEB PELICHHI A1 ONpEAeNeHHs HauboJsiee YacTo UCIOIb3YEeMbIX T€HOB, KOTOPbIE OTOUPAIOTCS UL
JaspHeel paboThl.

B nenom, kiaccuduKaTopsl IEPEBLEB PELICHHI 110 MPOM3BOAUTEIBHOCTU PABHBI WM MPEBOCXOIAT IPYTHE TPAIMULMOHHBIC METOMBI, MPOU3BOIS MPABHIBHYIO
MPeIBAPUTENBHYI0 00pabOTKy JaHHBIX. AHCAMOIM KIaCCH(UKATOPOB AEPEBbEB PCIICHUH B 3HAYUTEIBHON CTEMEHH MPEBOCXOASAT MPOCTHIC KIACCH(PUKATOPBI
JIepEBbEB PELICHUH 110 MPOU3BOJUTEIILHOCTH C YY4ETOM HECTAOMIIBHOCTH KiIacCH(UKATOPOB. [IperMyIIecTBO METOIOB AEPEBLEB PEIICHUIN 3aKII0YACTCs B TOM,
YTO UX JIETKO UHTEPIPETUPOBATh, U OHU CIIOCOOHBI OOHAPYXKMBATh B3aMMOCBS3H B JIaHHBIX, KOTOPbIE MOT'YT IIOMOYb ONPEJEIUTh POJIb F€HA B AUArHOCTUKE U
JICYCHHUH 3200IeBaHUH .
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